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Accepté sur proposition du jury:
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Abstract

Sincethe earliestdaysof electroniccomputing,the ratio of sizeto computationalpower has

beengoingdown. Retrospectshowsthat,around1980,somethresholdwascrossedthatlaunched

a new industrybasedon desktopcomputingin theoffice. Today, thebeginningof thenew mil-

lenniumis thebackgroundto asimilarshift in theindustry. Pocket-sizedcomputingdevicesare

now afastgrowingmarketsegmentand,in thewaythatdesk-topcomputingenabledcompletely

new office applications,theportability hasreacheda level wherecompletelynew applications

arenow possiblefor computingtechnology. Furthermore,alongwith size,weight,andcost,a

qualityvital to thecontinuedpopularityof portablecomputingis theability for portabledevices

to interactwith otherdeviceseasily.

As the numberof devicesin useincreases,the needfor genuinenetwork supportalsoin-

creases.Becausethedevicesaresoeasilyportable,networksmustbedesignedto expecttheir

topologyto changefrequently. Networkscapableof reconfiguringthemselvesrapidly, andwith-

outuserintervention,aregenericallyreferredto asad-hocnetworks.

In orderto continuethereductionin bothsizeandmanufacturingcostsof portabledevices,

inter-devicecooperationisnecessary. Oneexampleof thiscooperationis to useanaudioheadset

for bothtelephoneaudioI/O andPDA audioI/O. Thismeansthatauserwhoalreadyownsand

usesa portableaudioI/O device canpurchasea smaller, possiblycheaperPDA that doesnot

includeinternalaudioI/O capability. Oneimportantcharacteristicof this typeof applicationis

its spatiallocality. The targetplatformdoesnot involve packet forwarding,becausethe target

applicationsusethephysicallocality thatcorrespondsto logical (single-hop)locality asa cue

to identify devicesusefulto theuser.

Introducedin this thesisis anew methodfor discoveringtheservicesavailablein theimme-

diateareaof a portabledevice in anad-hocnetwork. Thenew methodpro-actively maintainsa

list of availableserviceson eachlocal device, resultingin fasterresponseto queries,andbetter

v



vi ABSTRACT

toleranceof datatransmissionerrors.Thespecificimprovementsofferedthroughthisalgorithm

separateit from otherpro-active alternativesby offering fasterresponsivenessto thearrival of

new devices.

After presentinga basictheoreticalanalysisof thebehaviour thatshouldbeexpectedfrom

the algorithm, measurementsof its behaviour are shown for a simulatedenvironment. The

simulatedbehaviour is shown to agreenot only with the resultspredictedby the preliminary

analyses,but alsowith observedbehaviour of animplementationtestedon a real-timenetwork

emulation,andactualimplementationson both 10baseTEthernetand IEEE 802.11wireless

networks.

Having completedanalysisof the basicalgorithm, improvementsarepresentedthat offer

power saving advantagesfor devicesusing this new algorithm. The advantagesof theseim-

provementsarequantified,andtheir applicability is discussed.Finally, anoutlineof theactual

servicedescriptionandquerylanguageis alsopresented.



Résuḿe

Depuislespremiersjoursde l’informatique, le rapportentrela taille et la puissancedesordi-

nateursdécrôit. Desétudesrétrospectivesmontrentqu’unelimite a ét́e atteinteverslesanńees

1980,avecle lancementdesordinateurspersonnels.Le commencementdu nouveaumill énaire

sembleêtre le point de départd’un nouveauchangementdansce sens. Le march́e desordi-

nateursde pochecrôit trèsrapidementet, de mêmequeles ordinateursindividuelsont rendu

possiblel’introduction desapplicationsbureautiques,la portabilité a atteintun niveausuffisant

pourpermettrel’ émergencedenouvellesapplications.Enplusdesavantagesentermesdetaille,

poidset coût qu’ils offrent,cesordinateursportablesdevrontpouvoir interagirentreeux.

D’autrepart l’augmentationdu nombredeportablesnécessiteun supportréseauappropríe

qui permettedefréquentschangementsdetopologie.Le terme“r éseauxadhoc” désignedetels

réseauxqui sontcapablesdesereconfigurerautomatiquementet rapidement.

La poursuitede la réductionde taille et decoût desportablesnécessitequeceux-cisoient

dot́esd’unecapacit́edecommuniquerdirectemententreeux,afindemieuxpartagerlesressources

réduites.Un exemplede cooṕerationseraitl’utilisation d’un casqueaudioen tant quesource

sonored’un téléphoneetd’un assistant́electronique.Danscecas,l’utilisateurd’un tel dispositif

portabled’écoutepeutacheterunassistantpluspetitetmoinschergrâceà l’absencedela sortie

audio.Unecaract́eristiqueimportantedecetyped’applicationestla localité dela communica-

tion entrelesdispositifscompatibles.Seuleslescommunicationslocalesà traversunlien direct

étantjustifiéesdanscecontexte deproximité, l’architectureenvisaǵeeneprendpasencompte

l’acheminementdespaquets.

Cettethèseintroduit unenouvelleméthodepourla découvertedeservicesdansl’entourage

immédiatd’un dispositifportableauseind’un réseau”ad-hoc”. Cettenouvelle méthodemain-

tient d’une façon proactive une liste desservicesdisponiblesau niveaude chaquedispositif,

permettantainsiuneréponseplusrapideauxreqûetessoumiseset unemeilleuretoléranceaux
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viii RÉSUMÉ

erreursdetransmission.Par rapportà d’autresalgorithmesproactifsdedécouvertedeservices,

l’algorithmepropośe offre aussiuneaméliorationdu tempsderéponselors de l’apparitionde

nouveauxdispositifsportables.

Aprèsuneprésentationd’uneanalysethéoriquedu comportementquel’on peutattendrede

l’algorithme,desmesuresdececomportementsontprésent́eespourun environnementsimuĺe.

La simulationa permisdeconfirmeraussibienlesrésultatsdel’analysethéoriquequele com-

portementdel’algorithmeobserv́e à traversuneémulationtempsréeldu réseauet unemiseen

oeuvresurun réseauEthernet10baseTet un réseausansfil IEEE802.11.

Desaméliorationsdel’algorithmequi permettentdeséconomiesd’énergiesontensuitepro-

pośees.Laprésentationdecesadaptationsestsuiviedel’ évaluationquantitativedesaméliorations

et d’unediscussionsur leur applicabilit́e. Lesserviceset le langagederechercheactuellement

utilisésontdécritsendernierlieu.
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Chapter 1

Intr oduction

As thenumberof portablecomputingplatformsgrows,sodoestheneedfor ad-hocnetworking.

Also called“zero-configuration”networks, thesesmall, self-organising,short-lived networks

enableanew level of collaborationbetweendevices.

The needfor consolidatinginterfaceshasbeenaddressedfor thedomesticconsumermar-

ket already, with “universalremotecontrols.” Homeentertainmentsystems(television, stereo,

VCR, etc.) all usesimilar remoteinterfaces,andhaving separatecontrollerdevicesfor each

unit is inconvenient.Similarconsolidationis neededfor thebusinessmarket,wheredaytimers,

phonebooks,telephones,andsoon areall duplicatedbetweendeskcomputers,PDAs, laptops,

andcell phones.Fixedconnectionpoints,or “docks,” areinconvenientto install, awkward to

move, andrestrictive. The modernvision of “any time, anywherecomputing” requireseasy

interconnectionindependentof thedesktop.

Until recently, theadvantageof wireddockingsiteswasthateachdevice immediatelyknew

of theconnection,andknew whatprotocolwasappropriatebecausetherelevantport wasdedi-

catedto a singletypeof device. With new personalareanetworkingoptionslike IEEE 802.11,

HIPERLAN, andBluetooth,this advantagehasmostlydisappeared;wirelessconnectionswill

soonreplacecablefor many dockingapplications.

Cablereplacementis the motivation for installing wirelesscommunicationsequipmentin

many portabledevices,but theaddedbenefitis that this sameequipmentcanenablenew, pre-

viously unrealizableapplications.Much like MIDI synthesizers,thatareoftensoldwithout a

keyboard,new consumerdevicescannow besoldwith no built-in userinterface.An earlyex-

ampleof this is theBluetoothwirelessheadset,thatoffersa hands-freeconnectionto cellular

1



2 CHAPTER1. INTRODUCTION

telephonesindependentof the telephonemanufacturer. This improveson basiccablereplace-

mentapplicationsby usingamanufacturer-independentinterface,but still fills thesamegeneral

functionof providing a long-livedconnection.

Removing thecable,unfortunately, eliminatesmorethana pieceof copper. Connectinga

new cableto a device is a goodindicationof userintent,aswhenaudiodevicesautomatically

disabletheir speakers upon the connectionof a headphonejack. Furthermore,cablesmean

thereis never a decisionbetweenmultiple equivalentperipherals;their priority andfunction

canuniquelybedeterminedby if andwherethey areconnected.In awirelessworld, theinitial

substitutesfor connectorshapesand connectioneventshave beenproprietaryprotocolsand

activationbuttons.Now, asbandwidthandcompatibility requirementshave driventhemarket

towardsstandardprotocols,servicedescriptionanddiscovery is requiredto differentiatethe

variousdevicesthat may find they have a sharedcommunicationlink, but no usefor it. The

activationbuttonsarestill with us,but thattoomaychangein time.

This thesispresentsa new techniquefor discovering the servicesthat areavailablewithin

the radio broadcastrangeof a device. The proposedtechniqueis designedfor fast (timely)

discovery of new services,andalsooffersopportunitiesfor power saving techniquesto extend

thebatterylife of conformantdevices.

Typical targetscenariosincludethefollowing:

1. A cellulartelephonereceivesanincomingcall. If theowner’sheadsetis nearby, thecall is

routedthroughthat.Otherwise,if it is neartheowner’s desktelephone,thecall is routed

throughthat. If neitherof thesealternativesareavailable,thecellular telephonehandles

thecall with its own handset.

2. A palmtopcomputerhasa PostScriptdocumentstored,and the userwishesto have a

printed copy. No printer is immediatelyavailable, so the userasksto be alertedthe

next time a printer is nearby. With short-rangedevices, the normal walking speedof

a usermayresultin passinga printerwith only fifteenor twentysecondsof beingwithin

communicationrange.

In bothof thesecases,timelinessis important.In thefirst case,responsivenessis important.A

call hasarrived,andthetelephonemustdiscoverwhatselectionof devicesis nearbyin time to

respondbeforethecallergetsimpatient.In thesecondcase,no active triggereventoccurs,but

ratherthepassiveeventof communicationbecomingpossiblemustbepromptlydetected.
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The body of this documentwill follow the generalformat shown below. After giving

somebackgroundinformationaboutservicediscoveryandotherrelatedcurrentsubjects,it will

presentanew servicediscoveryalgorithm.Thiswill befollowedby atheoreticalanalysisof the

behaviour of thisalgorithm,thenby abroadenedcomparisonof its relativeperformancein com-

parisonwith othersolutionsto thesameproblemandsomediscussionof poweruseadvantages.

Finally, anoverview is givenof thedescriptionlanguagethatwasimplemented.

Background

Locating Services Describing Services

Analysis & Comparison

Power Saving

Conclusions

Predicting
Performance

Performance
Evaluation

Prior Art

A New Solution
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Chapter 2

Background

Thischapterintroducesad-hocnetworksandservicedis-

Evaluation

Locating Services Describing Services

Power Saving

Conclusions

Background
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covery. Thesimilaritiesanddifferencesbetweenservicedis-

coveryandroutediscoveryarealsodiscussed,andtheunique

problemsof wirelessnetworksareexplained,in preparation

for thenew solutionspresentedin Chapter3.

Ad-hoc networksarevery useful,andwill becomeincreasinglypopularasnetwork-ready

devicescontinueto becomelessexpensive. Themostcompellinguseof networks is to enable

servicesharingbetweendevicesso,naturally, this hasbeena popularareaof research[Pas01].

Successful,or at leastpopularsolutionsincludeDHCP(DynamicHostConfigurationProtocol)

andSLP(ServiceLocationProtocol).While theseprotocolshavebenefittedfrom theattention

of thenetworking community, this attentionhasbeenmotivatedfor wired infrastructure.This

chapterpresentsbackgroundinformationaboutsomeexistingservicediscoverysystems,going

on to explain which aspectsof thesesystemsarestill useful in wirelessnetworks, andwhich

aspectsmustbechanged.

2.1 Ad-Hoc Networks

As thesizeandweightof network-awarecomputershasgottensmaller, improving portability,

thestability of network topologieshassuffered.Recognitionof this facthasled to researchin

ad-hocnetworking, the formationof local networks involving whatever computersareactive

5
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on the local medium. Thesead-hocnetworksmayhave very short-livedtopologies,in which

computersenterandleave thegroupfrequently.

Initial ad-hocnetworking researchconsideredan areacallednomadiccomputing[Kle95],

in which userswerestill usingapplicationsdesignedfor static networks, but using themon

portableplatformsthatmightconnectfromdiverselocations.Thisledto solutionslikeDHCP[Dro93]

to assigna network addressandinform a new computerof routing informationfor its current

network. DHCP(discussedin moredetailin Section2.2.3)permitscomputersto configuretheir

network parametersautomaticallyto suit their local environmentbut, usedby itself, givesthe

computera new identity whenthatcomputermovesto a new network subnet.By behaving in

this way, no changesarerequiredto existing routing protocols,but long-lived operationsare

difficult if thecomputerchangessubnetsfrequently.

An earlyimprovementthatsolvedthelong-livedoperationsproblemwasMobile IP [Per96],

which allows traffic destinedfor a particularnodeto be routednormally to its homenetwork,

thentunneledto its currentlocation,whereacooperatingnodeunpacksthedata,anddeliversit

to themobilenodeasif thatnodewereon its homenetwork. Thisallows long-livedoperations

with mobilenodes,but doessoby hiding themobility from theapplicationlayer.

Today, IETF (InternetEngineeringTask Force) researchin mobile ad-hocnetworking is

focusedin theMANET (Mobile Ad-hocNETworking) working group.Theworking definition

for mobilead-hocnetworksthattheMANET groupusesis this:

A “mobile ad-hocnetwork” (MANET) is an autonomoussystemof mobile

routers(and associatedhosts)connectedby wirelesslinks – the union of which

form anarbitrarygraph.Theroutersarefreeto moverandomlyandorganizethem-

selvesarbitrarily, thus, the network’s wirelesstopologymay changerapidly and

unpredictably. Sucha network may operatein a standalonefashion,or may be

connectedto thelargerInternet.

Most of the researchdonethroughMANET hasaddressedthe problemof routing in these

networks,andhasdeliveredinterestingresultsin thatarea.

Platformssuitableto MANET developmentcanenablethetypesof applicationsoutlinedin

the introductionto this thesis.Although theseapplicationswill not usethe routing capability

of MANET, as they usethe single-hopserviceavailability as a strength,they will naturally

encountermany of thesamechallengesfoundin thedevelopmentof otherMANET applications.
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Therelationof MANET researchto this thesisis discussedfurther in Section2.3, following a

morethoroughintroductionof theservicediscoveryproblem.

2.2 ServiceLocation Protocols

Therole of a servicelocationprotocolis twofold: allow a new, unconfigureddevice to locate

serviceproviders,anddescribetheservicesofferedby thoseprovidersin ausefulway. In prac-

tice,mostof thefirst problemhasbeenpushedto thelower layers,usuallyusingacombination

of multicastandregistryservers;thesecondproblem,thatof describingservicesandgenerating

queries,hasbeenthefocusof rathermoreattention.

The variousapproachesto servicelocationcanbroadlybe categorizedinto pushandpull

modelsolutions,basedon wherethe informationsharingis initiated. In a pull model,a client

initiatestheexchangeof informationby sendingarequestto eitheraknown setof servers,or as

ageneralbroadcast.A typicalexampleof thiswouldbeARP[Plu82],wherebyaclientconverts

an IP addressto a device addressby broadcastinga requeston its local broadcastdomain. If

thespecifieddevice is available,a responseis unicastto theclient. Theothercategory is push

model, whereindevicesoffering servicesannouncethemselves,usuallyby broadcast,without

waiting for a request.An exampleof this, alsodrawn from the setof IP protocols,is router

informationexchange[Dee91],in which routersperiodicallybroadcasttheir state,allowing all

neighbouringroutersto adjusttheir routingtablesaccordingly.

An alternativecategorizationfor servicediscoveryapproachesis centralizedvs. distributed,

basedon the presenceor absence,respectively, of a single authority on serviceavailability.

Becauseexamplesof theseapproachesaredirectly relevantto thesubjectof this thesis,wewill

first look at someexisting approachesin detail,thenconsiderthoseapproachesin termsof the

two categorizationsjust presented.

2.2.1 Bluetooth

Bluetoothis a popularnew protocolfor single-hop1 ad-hocnetworks. It wasdesignedprimar-

ily asa cablereplacement,connectingtelephonehandsetswith wirelessheadsetsor portable

1Eventually, routingis plannedto allow “scatternets”with morethansingle-hoptraffic, but thatportionof the

standardis not yet complete.
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computers.This targetapplicationsetled to thedesignof a protocoloptimizedfor infrequent

topologychanges.

Protocol

Bluetooth[Blu01] is an integratedsolution that combinesa physicallayer specificationwith

a protocol stackthat goesup to the applicationlayer. Servicediscovery is spreadover two

levels: thebasebandprotocolallows devicesto be discoveredbasedon proximity, even if the

requesterandresponderare in different logical groups(calledpiconets), andthe upper-layer

servicediscoveryallows theactualservicesofferedby devicesto bequeried.

Discussion

An importantfactor that affects the speedof servicediscovery is the existence(or absence)

of a sharedchannel.TheBluetoothbasebandcommunicationusesCDMA, meaningthatdata

communicationbetweenany pair of devicesis impossibleuntil they synchronizetheir clocks.

Theinitial synchronizationrequiresonedevice to transmita largenumberof singlefrequency

inquiries,andthe otherdevice to entera modeduring which it doesnothingexceptlisten for

suchinquiries. This typeof basebanddesignallows for scalability, but makesdiscovery very

slow. If a sharedchannelis present,it allowsa greatdealof informationsharing.For example,

if onedevice sendsa queryandreceivesa reply, anotherdevice might “listen in” on thereply,

temporarilycachingit. Becauseof the optimisationopportunityit offers,a sharedchannelis

oftenassumedin ad-hocwirelessresearch.

2.2.2 CORBA, ANSA

Among the mostgeneralattemptsto generatetotal systemviews areCORBA (CommonOb-

jectRequestBrokerArchitecture[Sie00])andANSA (AdvancedNetwork SystemArchitecture

[Arc93, CS94]). Thesetry to look at whole, wide-areanetworks assinglesystems,andoffer

waysfor all serviceofferingsandrequirementsto beexpressedandexchanged.

Protocols

In both cases,serviceproviderssubmit interfacedefinitionsto oneor moreservers,to which

servers potentialclients sendinterfacerequests.CORBA allows the ORBs (Object Request
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Brokers)to managetheserviceconnection,while ANSA usestraderssimplyto processrequests

andreturntheaddressof a factory, whichwill respondto servicerequestsby assigninga thread

to thenew client. Thegeneralapproach,however, is verysimilar betweenthesetwo protocols.

In fact,ANSA canbedescribedin termsof theCORBA specification[Her94].

Discussion

Thesearchitectureswere developedto facilitate fast, component-wisedevelopmentof dis-

tributedsystems.Their interfacedefinitionsallow componentimplementationsto beupgraded

or replacedseamlesslyby offering well-definedinterfaces,independentof implementations.

Theseinterfacesallow multi-vendorsystemsto becreatedwith no explicit configuration.Both

areheavily centralized,havingall serviceregistrations,deregistrations,andenquiriessentthrough

acommonpoint.

2.2.3 RLP, DHCP, Salutation

Reworking existing systemsto conformto large groupsis not an appealingoption for many

developers.Consequently, someprojectslessambitiousthanCORBA andANSA haveenjoyed

more success.RLP (ResourceLocation Protocol)was a simple, stopgapsolution proposed

in 1983 as a way for computersto locatearbitrary servicesin the Internet. Ten yearslater

a more restrictedprotocol, DHCP (DynamicHost ConfigurationProtocol),wasproposedas

a way for nomadiccomputersto quickly learnthe appropriateconfigurationparametersfor a

new network (local IP address,gateway address,etc.) In 1995,Salutationtried to fill theneed

for more generalservicediscovery, discovering fax-transmissiondevices, documentstorage

servers,voice-messageservers,andsoon.

Protocols

RLP [Acc83] namesresourcesby theassignedID of their lowestlevel Internettransportpro-

tocol, combinedwith a variablelength identifier basedon somewell-known propertyof the

resource.The well-known propertymight be anything from an assignedIP port numberto a

text string. Servicesmay broadcasta requestfor a service,or unicasta requestto a known

resourcelocationserver.
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DHCP [Dro93] usesa more rigidly definedset of values. This is possiblebecauseit is

designedfor only onething: communicatingtheinformationnecessaryto allow anewly arrived,

unconfiguredIP-capablehostto usethelocalnetwork. DHCPis centralized,andusesbroadcast

to discover theavailableservers.

Salutation[Sal99]coulduseacentralserver, but thenormalusageis for eachdeviceto have

its own server, andfor thatserver to generatea list of all otheravailableserversindependently

of device queries.On receiving a queryfrom an application,theserver thenqueriesall other

known servers (or a single specifiedserver), and returnsthe resultsto the application. The

servicesthat canbe discoveredarefrom a discrete,well-definedset,andqueriescanspecify

quantifiedparametervaluesusing relationaloperators. Oncea serviceis selected,the data

connectionis routedthrough(andmanagedby) bothservers.

Discussion

Thegeneralprogressionof protocoldevelopmentshowsatendency towardsfast,automaticcon-

figurationfor devices.Thisprogressionwasalsocontemporaryto Intel, Compaq,andMicrosoft

introducingPlug andPlay in 1992for discoveringnew hardwareaddedto a singlecomputer.

Themotivatinggoalwasto reducetherole of systemadministratorsin addingnew hardware,

makingit easierfor usersto buy new devicesandusethemwithout requiringspecialtraining

or extra effort. Salutationmoved this trendinto a distributedoffice environment,giving firm

definitionsof fax, voicemail, anddocumentstoragedevice descriptions.It extendedthequery

capabilityof RLP, allowing configurationparametersto becomparedto requirementsby defin-

ing operatorssuchas“lessthan” for queries,andlearnedfrom thesuccessof DHCPthevalue

of standardizedservicedescriptions.

2.2.4 SLP, Jini, UPnP

In 1997,SLP wasproposedasa general,non-proprietaryway to describeserviceson the In-

ternet,while beingoptimisedfor local networks. It wasrevisedin 1999to improvescalability,

andcontinuesto getattentionfrom thenetworking community. At thesametime, otherdevel-

opershave beenlooking for waysto getbetterspeedandnetwork utilisationfrom lessgeneral

protocols.Amongthealternative solutionsthatclaim to have benefitsoutweighingtheir costs

areJini andUPnP, theirversion1.0specificationshaving becomeavailablein January1999and
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June2000respectively.

Protocols

Servicedescriptionin SLP[GPVD99] is string-based,with a two-layerhierarchy. Theselayers

arecalled the abstract layer andthe concrete layer. Beyond that, descriptionshave a string-

basedlist of attributesthatshouldcorrespondto agenerallyknowntemplate,but arenotrequired

to doso.They arelocatedusingonly theservicetypes,andtheattributescanberequestedfrom

theserviceagentonceit hasbeenlocated.An exampletypeis thefollowing:

service:printer:lpr://server.local.com/ports=8232

Queriescanbefor all serviceagents(SAs),for particularabstractservicetypes,or for particular

concreteservicetypes.

For servicediscovery in SLP, directoryagents(DAs) shouldbeused.They arelocatedvia

DHCP or multicast,and all serviceagentsshouldregisteredwith them. If a device cannot

locatea DA, or choosesnot to useone,it canmulticasta servicerequestto all SAs. Sucha

multicastrequestshouldberepeatedfor reliability. Repeatedrequestsincludea list of previous

respondersto preventduplicateresponses.

Jini [Sun99]usesa uniform deploymentof theJava environmentto improve theflexibility

of the query/service-matchingmechanism,andto allow device driversto accompany service

descriptions.Servicesareidentifiedby their Java class,with requestsmatchinginstances(in-

cludingderivedinstances)of arequestedJavaclass.As with SLP, servicedefinitionsarefurther

extendedwith anarbitrarysetof name/valuepairs(althoughJini allowsvalueswith morecom-

plex typesthanjuststrings.)Thesename/valuepairs(calledcharacteristics) canbeincludedin

thequeries.

UPnP[Mic00] is heavily influencedby SLP, but hasdroppedhierarchicalservicenaming.

UPnPhasalsoaddedsomeextracompanionprotocolsfor gettinganIP addresswithoutDHCP,

andfor usingXML to definethepreciseinterfacebeingofferedby aservice.

Discussion

SLP returnsto the RLP ideaof namingservicespartly by a well definedstandardvalue(the

abstracttype), and partly by a programmer-definedtype that allows for easyextension(the

concretetype). SLPalsomakestheimportantstepof standardizinga methodfor gettingmore
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detail abouta serviceonceit is found. The basicJini modelof locatinga serviceregistry via

multicastlosesthegeneralityof SLP, whichonly recommendstheuseof registry servers.

Jini allows the servicecharacteristicsto be madepart of the query itself, while SLP only

permitsthe list to be retrieved oncethe servicehasbeenlocated. Jini doesnot go so far as

Salutation,allowing relativevaluesfor theseattributesto becompared.This is becausethereis

rarelyagenericinterpretationfor suchcomparisons.Salutation,by requiringfully standardized

definitionsfor all types,candefinetheinterpretationsa priori; Jini would have to defineclass-

specificcomparisonfunctions,greatly reducingits searchefficiency. Even so, it allows the

list of servicesdiscoveredto bebettertailoredto therequirementsof theapplication,reducing

theamountof unnecessarynetwork bandwidthused,andsimplifying thework of applications

parsingthelist.

2.2.5 HomeRF, HomePNA

Homenetworkingprotocolsattemptto createaLAN thatconnectsthevariousdevicesfoundin

homes.Initially, thesewerefor turning light switchesandthermostatsinto peripheraldevices

for a homecomputer. This centralcomputerideais sometimesreferredto asan information

furnaceapproach,becausethe computeritself would be hiddenaway, while it would affect

theentirebuilding, like a centralfurnace.More recently, homenetworking hascometo offer

morepeer-to-peerservices,like allowing multiple computersto simultaneouslysharea single

connectionto theInternet,or providing file sharingservices.

Protocols

HomeRF[Hom00] hasoffered a merger of IEEE 802.11(CSMA/CA) with DECT (Digital

EuropeanCordlessTelephony). By time-dividing the channelinto six isochronousslotsand

onewide asynchronousslot, it offers a singlecarriermediumfor all homerequirements.In

accordancewith the relatively staticnatureof the digital connections,however, discovery of

digital devices is the sameas for any Ethernet. NDIS (Network Device InterfaceStandard)

interfacesareavailablefor Windowsapplications,andvendorscanusetheir favouritetechnique

for locatingcollaborators.Telephonescanstill locatetheir base,aswith DECT, but the data

transmissionsareEthernet.

HomePNA (HomePhonelineNetworkingAlliance) [FH00] usesadifferentmediumfor the
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samesolution.Ratherthantimedividing theair, it usesexisting telephonelineson a frequency

higherthannormalhometelephonesystemsrequire. As with HomeRF, configuration(device

discovery, servicelocation,etc.) is left to thetriedandtruestandardsof any wired network.

Discussion

In general,while homenetworking hasincreasedthe pervasivenessof network connections,

it hasdonesoby usingstandardcommunicationprotocolsover new media.Devicesandtheir

servicesarediscoveredusingthesamesetof techniquesthatcanbefoundin existingfixed-node

LANs, which is to saythat it is left up to thehigherlevel systemusingthenetwork, andis not

specifiedin thenetworkingstandardsthemselves.

2.2.6 ActiveBadge,HIPERLAN, IEEE 802.11

Sometimes,devicediscovery is partof thenetwork protocoldesign.ActiveBadgeusesvarious

sensorsto reportto a centralserver theidentitiesof mobiledevicesin its area.Similarly, IEEE

802.11allows devicesto periodicallyannouncetheir presenceby broadcastingtheir physical

address.Most sophisticatedof the three,HIPERLAN (HIgh PErformanceRadioLocal Area

Network) requiresnot only for all devicesto periodicallyannouncetheir presence,but alsofor

all forwarding nodes(nodeswilling to participatein multihoppacket forwarding)to includea

list of theirneighbours.

Someprotocolshave needfor discovery at the lowestlevels. In thecaseof Active Badge,

locatingdevices is the primary goal of the system. IEEE 802.11discoversother devices in

orderto maintainconsistentclocksin the local area(necessaryfor its wirelessmediumaccess

coordination)and gets the addedbonusof allowing devices to learn the network addresses

of their neighbours. HIPERLAN usesthe periodic beaconsprimarily for routing; allowing

forwardingnodesto maintaina fully connectedmapof theextendedHIPERLAN.

Protocol

Active badgeis a prototypesystemfor trackingthe locationsof objectsandpeoplein an of-

fice environment.Half of thesystemis comprisedof anarrayof well-poweredIR transceivers

(calledsensors),installedat known locationsin theceilings,andconnectedto form a conven-

tionalnetwork. Theotherhalf is theportable“badge”devices,alsocontainingIR transceivers.
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Each“activebadge”[HH94] independentlytransmitsits own (globally unique)identity ev-

ery 10 seconds.Sensorswould continuallylisten for this broadcast.Upon receiving a badge

ID, a sensorwould packageits own identity with thebadgeID, andsendthe informationto a

centralnetwork server.

The IEEE 802.11standard,a protocoldesignedfor wirelessLANs [Chh96,IEE97] uses

periodicbroadcaststo maintaintheclock synchronizationnecessaryfor spread-spectrumcom-

munication.While theIEEE802.11standardis definedfor bothad-hocandstaticnetworks,and

bothusethesebeacons(astheperiodicbroadcastsarecalled),theinterestingversionhereis the

ad-hocIBSS (independentbasicserviceset)mode. EachIBSS hasa definedbeaconinterval

that is communicatedto new devicesuponarrival. Eachmemberof the IBSS,uponreceiving

a beacon,setsa count-down timer to thebeaconinterval valueplusa randombackoff value.If

anotherbeaconis receivedbeforethetimerhasexpired,athetimeris resetasbefore;if thetimer

expiresbeforea beaconis received,thena beaconis sentandthetimer is alsoresetasbefore.

Beaconsinclude,amongotherthings,thedevice’s local timer value,address,andnetwork ID.

With this information,devicescanlearnnot only the correcttimer valuefor synchronization,

but alsotheidentitiesof all neighbouringdevices.

HIPERLAN isanETSI(EuropeanTelecommunicationsStandardsInstitute)standard[ETS96]

for communicationin wirelesslocal networks. A designgoal for HIPERLAN wasto present

a network view similar to Ethernet,but usingad-hocradio communications.This restriction

meantthat,while theprotocolwouldbedefinedonly for theDLL (DataLink Layer)andbelow,

rudimentaryroutingwouldbenecessaryto overcomethephysicallimitationsof themedium.To

accomplishthis goal,specialMAC dataunits(calledHELLO dataunits)weredefined,through

which devicesparticipatingin a HIPERLAN mustannouncetheir presenceto all neighbouring

devicesat leastonceevery 40 seconds(recommended).Furthermore,if a nodeintendsto par-

ticipatein forwardingpackets,it includesinformationaboutits immediateneighboursin these

announcements.

Discussion

In activebadge,thereis acleardivisionbetweenclientsandservers.In contrastwith examples

likeBluetooth,in whichall devicescanbediscoveredvia thesamemechanisms,thesortof com-

plimentaryprotocolusedin active badgedividesthedevicesinto thosethatcanbediscovered
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andthosethatcandiscover them.Complimentarymodelsarealsoappropriatewhen,for exam-

ple, theservicebeingofferedis network connectivity. In that case,aswith theclient location

goalof activebadge,neithertheserverdevicesnortheclientdevicesneedto discovereachother,

andthephysicalcharacteristicswill probablybefairly constantacrosseachof thetwo groups.

In sucha situation,beingable to tune the discovery behaviour to save power for whichever

grouphasmorestringentbatteryrequirementscanbe a hugeadvantage.Furthermore,if the

serversarenormally stationary, andonly the clientsmobile, thenprefetching/cachingcanbe

usedto advantage.

It is importantto notethat the power restrictionsmaygo eitherway [TBJ00]. Sometimes

the serversareconnectedto an infinite power supply(the most frequentlystudiedcase),and

sometimesthey arenot only batterypowered,but hiddenin ceiling tiles or otherinaccessible

placeswherechangingbatteriesis difficult. By choosing“client beaconing”(having theclients

initiate the informationtransmission)theactive badgesystemallows theclientsto bedormant

mostof thetime. Theserversmustbeconstantlyactive, listeningfor client beacons,but this is

acceptablesincethey areconnectedto aninfinite powersource.

2.2.7 Summary

Thissectionhasintroducedsomecharacteristicexamplesof how servicediscovery is currently

usedandimplemented.Of thoseschemespresented,only HIPERLAN, IEEE802.11,andactive

badge(the threeprotocolsthat considerthe solutionat theDataLink Layerandbelow) usea

pushmodelfor servicediscovery, with all othersexpectingclientsto issuea requestwhenthey

requireservices.Thedisadvantagesof thepull modelareoffsetin somesystems(e.g.,Jini and

UPnP)by allowing theirserversto acceptnotificationrequestsfrom clients,whereinclientsask

theserver to inform themof any new serviceinformationof somespecifiedtypeassoonasit

arrives.Suchaworkaroundis, of course,only possiblein protocolsthathavecentralserversfor

processingtherequests.

Similar uniformity is presentin thechoiceto usecentralserverswhenever possible.Some

protocols(e.g.,RLP, SLP, andUPnP)allow for broadcastrequestswhenno centralserver can

befound,but preferto haveacentralserverfor normaloperation.Only Bluetooth,activebadge,

HIPERLAN, andIEEE 802.11never expecta discovery server to bepresent.Of these,active

badgemight be excluded,becausethe role of clients is solely to locatethe nearestserver, so
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if they knew whereto find a discovery server, they wouldn’t have anything to askit (i.e., their

goal would alreadybe achieved.) Similarly, IEEE 802.11hasa differentmodethat cantake

advantageof acentralserver(basestation)whenoneis available,althoughthatbasestationstill

pushesthebeacons,ratherthanwaiting for a requestto bereceived.

Why have theexisting protocolsbeendesignedthis way? Considerfirst thechoiceof cen-

tralization. All protocolsdesignedfor fixednetworksaredesignedfor installationin a config-

urationthatalreadycontainsa numberof centralservers,like theinternetgateway, router, and

nameserver. Theonly protocolsthatchoosenot to useacentralserverarethosethatgivehigh-

estpriority to easeof configuration.BothBluetoothandHIPERLAN aredesignedfor theusein

ad-hocgroupsof users,ratherthanin large,managednetworks.(While HIPERLAN is designed

for largegroups,this refersto multi-hopgroups;they muststill beconfiguredautomaticallyfor

their local setof neighbours.)This commondesignpoint meansthey mustfunctionwith both

minimal extra hardware,andminimal manualconfiguration.A network with evenonespecial

server alreadyinstalled,maintained,andreachable(like thenameserver), couldeasilyhave a

new server installedon thatmachine.

Thereis almostuniversalagreementon useof the pull model. If a centralserver is being

used,thenthepull modelis clearly superior. Theuseof a centralserver reducestheproblem

of servicediscovery to initially finding that server and then reliably exchangingservicesre-

questswith it. Finding theserver canbedonevia manualconfiguration,or throughunreliable

broadcastsor multicastsbeingrepeateduntil a reply is received. In a static(or nearlystatic)

configuration,thedelayassociatedwith this processis probablyacceptable.Reliablepoint-to-

point communicationis clearly fastenoughfor mostrequirementsso, oncethe centralserver

is found, the remainderof thediscovery problemis solved. Network reconfiguration,like ar-

riving or departingnodes,canbefoundby allowing clientsto requestupdatesfrom theserver

wheneverthey occur. Theonly reconfigurationthatcannotbeeasilyhandledis theservergoing

down. This last problemis the reasonfor RLP, SLP, andUPnPallowing optionaloperation

withouta server.

Of theselectionsthatdonotuseacentralserver, one(Bluetooth)usesapull model,andthree

(active badge,HIPERLAN, andIEEE 802.11)usea pushmodel.For Bluetooth,a pushmodel

wouldbealmostimpossible,becausebroadcastis notpossible.A limited form of push,inform-

ing devicesthathave alreadyjoined a piconetof servicesknown to otherdevicesin thesame
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piconetis possible[Nid01], but communicatingwith apreviouslyunknown device requiresthe

initiator of theconnectionto ceaseall othercommunicationactivities for a significantamount

of time. BecauseBluetoothis designedfor the normalcaseof servicediscovery to involve a

server that hasnot alreadyjoined the piconetof the client, pushinginformationwould be far

tooexpensiveanoperationto beusedfor mostnormaldiscoveryoperations.In thecaseswhere

themediaallows it, thedistributedprotocolshave bothchosento usepush. We will returnto

possibleexplanationsfor thisdecisionin Section2.4,but first it is worthconsideringtherelated

problemof routediscovery.

Protocol Definedfor Layers Push/Pull Centralized Service Definition

Bluetooth Session< Physical Pull No Physical discovery by standardized

classvalue, then soft query by exten-

siblestandarddescription

CORBA Session< Transport Pull Yes Functionalinterfacespecification

ANSA Session< Transport Pull Yes Functionalinterfacespecification

RLP Session< Network Pull Optional IP protocol ID + application-defined

value

DHCP Session< Network Pull Yes Standardizednames

Salutation Session< Network Pull Yes Standardizednames+ optionalparam-

etervalues

SLP Session< Network Pull Optional Standardized names + optional

application-definedname for initial

discovery, then formatted list of

parametervaluesavailableby request

Jini Session< Transport Pull Yes Classtemplate+ parametervalues

UPnP Session< Network Pull Optional XML-basedstandardtemplates+ user

extensions

ActiveBadge Application < Physical Push Yes Uniquedevice ID

HIPERLAN Network < Physical Push No Uniquedevice ID

IEEE802.11 Network < Physical Push No Uniquedevice ID

Figure2.1: Servicelocationprotocolsummary

2.3 RouteDiscovery in Ad-Hoc Networks

Packet routing in fixednetworksis a well-known problem.It hasbeensolvedmany timesbut,

while thesesolutionsallow for a changingnetwork, they tend to emphasizescalabilityover

responsivenessto change.As theMANET researchhashighlighted,respondingto changemust

beahighpriority for any routingprotocolusedin mobilead-hocnetworks.
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Routingfor largead-hocnetworksis difficult, asthis sectionwill show. Thereis a tradeoff

betweenpro-activelydeterminingrouting tables,and reactivelysearchingfor the destination

only when it is actually required. A pro-active solution correspondsto the pushmodel in-

troducedabove, delivering fasterresponseat the costof frequentlyoutdatedinformationand

steady“backgroundnoise”to updatelocal tables.Reactively searchingfor thedestinationcor-

respondsto thepull model,causinglargeburstsof network traffic andpoorresponsetime, but

deliveringmorecurrentresultsandrequiringno activity exceptin responseto applicationde-

mands.Whicheverroutingtechniqueis chosen,its role in anad-hocnetwork is to know abouta

changingenvironmentunderstrict timelinessconditions.It is thereforeusefulto thisdiscussion

of servicediscovery to considerthetypesof routingalgorithmsthatexist.

2.3.1 Gossiping

Routingis really a problemof informationsharing.If theconnectivityof a network (thesetof

nodeswith whicheachnodecandirectlycommunicate)is known, thenfindingroutesis asimple

processof applying a shortestpath algorithm (e.g., Djikstra’s). Unfortunately, there is not

usuallyany onenodethatknowstheconnectivity of thewholenetwork. Eachnodeindividually

knowsits own localconnectivity, or caneasilydiscoverit, but gettingthis informationcollected

at a singlenodeis morechallenging.This “information dissemination”problemis anold one

in graphtheory. It is usuallyphrasedasfollows: given
+

peoplewith telephones(a completely

connectedgraph)andeachhaving a uniquepieceof information, further assumingthat any

personcantalk with at mostoneotherpersonduring a singletelephonecall, how many calls

arenecessaryfor all peopleto have learnedall thepiecesof information?

An overview of thevarioussolutionsthathave beenproposed,andof therelatedproblems

of making communicationunidirectional(directedgraphs)or allowing conferencecalls ( = -

uniformhypergraphs2), or thatof eliminatingduplicatedinformationaresurveyedin [HHL88].

Interestingvariantsincludethefollowing:> If nodescansenda messageto oneneighbourat a time, but choosethatneighbourran-

domly (with theoptionalrestrictionof knowing betterthanto sendidenticalinformation

to thesameneighbourtwice),how many messageswill berequiredto completethegos-

sipingproblem[Lan54]?This resultis representedin [HHL88] asanapproximateresult
2A ? -uniformhypergraphon @ verticesis a hypergraphon @ verticesin which eachedgecontains? vertices.
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to thequestion“If eachnodeknows thesetof nodeswith which it is connected,but not

theconnectivity of any othernode,how many messageswill berequiredfor all nodesto

know theconnectivity of all others?”> New informationis continuallyarriving atnodes,andthey muststill convey it to all other

nodesin a timely manner. (PerpetualGossiping[LR93])> If node
!
broadcastseverythingit knowsto all of its neighboursat time

!BADC,EF+
, find the

optimallabelingto haveall nodesdiscoverall informationin minimumtime [AK83].

It is readilyapparentthatthesolutionsto theseproblemshavebearingonservicediscovery, but

thereareimportantdifferences:mostsignificantly, the connectivity of the graphis changing,

andmessagedeliverymaynotbereliable.

2.3.2 Practical Solutions

An adjacency matrix representingthetotal connectivity of a network increasesin sizewith the

squareof thenumberof nodes.Thisscalabilityrestrictionmeansthatcombininggossipingwith

a theoreticallyoptimal(static)graphanalysissolutionwill have problemswith largenetworks.

A naturaloptimisation,andoneusedin distancevectorrouting[PB94], is for nodesto compile

their own list of how many hopsthey are to eachothernodeandwhich adjacentnodeis in

line to achieve that distance,and advertisejust that list. Receiving one of theselists from

eachneighbourallows a nodeto determinethe optimal next nodeto reachany destination,

andreducesadvertisementsizeby a factorof
+

(for
+

nodes). The total informationthat an

individualnodemustgatheris reducedby a factorof GHJILK
M GON +
where

!
is thetypical number

of neighboursfor anode.Listscanbefurthercompressedthroughtheuseof nodegroupingsas

with theGrid LocationService(GLS) [LJCP 00] (alsocalledvirtual backbonesin [HGBV01]),

offering even betterscalability, but the generalthemeof thesealgorithmsis the same. Each

nodeletsits neighboursknow how effectively it canforwarda packet to eachothernodein the

network.

This problemcanbeseenasoneof servicediscovery in which eachnodeoffers
+

services,

specifically, theability to reacheachnodein anadvertisednumberof hops.In someschemes,

theservicedescriptionwill includenot only thenumberof hops,but somemeasureof theex-

pectedreliability of the connectionbeingoffered [HGBV01]. In this instanceof the service
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discovery problem,simply locatingtherequiredservice(a routeto node Q ) is easy, anddiffer-

entiatingbetweendifferentinstancesof theservice(routelengthsandreliabilities)becomesthe

mostimportantaspectof thesolution.

2.3.3 ReactiveRouting

Reactive routing,alsocalledon-demandrouting,waitsfor a routeto berequiredbeforetaking

any action.This correspondsto thepull modelof servicediscovery. Arguablythesimplestex-

ampleof thisclassof routingprotocolarethoseusingfloodingto transmittheidentity (address,

name,or otherdescription)of the desireddestinationto oneor moreneighbours,which then

updatethereturnpathandforward therequeston to their neighbours.Eventually, the request

arrivesat theproperdestination,andis returnedalongtheway it came.The usualchallenges

in theseprotocolsareto minimizethenumberof actualtransmissionsrequiredfor therequest,

while still allowing theshortestrouteto bediscovered.Recently, useof thistechniqueto find the

routethatis most“batteryfriendly” to intermediatenodeshasalsobeenunderstudy[SWR98].

A popularuseof flooding is seenin dynamicsourcerouting (DSR) [JMHJ01]. Whenthis

systemis asked to find a routeto a particulardestination,it floodsthe network with queries.

Eachtime a querypacket is propagated,the intermediatenodeaddsitself to a list, which list

canthenbeusedin reverseasa sourceroutefor returningthecompletedrouteto the initiator.

Nodesignoreduplicaterequests,implicitly assumingthatthefirst copy to arrivemusthavecome

via themostefficientpath.Naturallythis cannotbedonefor everypacket to besent,soasmall

cacheis keptat eachnodewith themostrecentlydiscoveredroutes.Whena failureis detected

in a route,a routeerror packet is sentto remove it from the cachesof all intermediatenodes

thatcanstill bereached,andanew floodqueryis started.(Theroutemayalsobe“salvaged”by

initiating thenew queryfrom anexisting intermediatenode,retaininga portionof theoriginal

route.)

In DSR,all routesarefound,used,andremoved in responseto actualclient action,hence

its classificationasreactive. Onceroutesarefound,they will bereuseduntil they break.This

meansthat no overheadother than (optional) normalacknowledgementsare requiredexcept

whenapplicationrequirementschange,or nodesleave thegroup.It alsomeansthatnew nodes

will not be discoveredor consideredfor improving cachedroutes(except throughgratuitous

replies,explainedbelow) but, for many applications,this is notaproblem[MBJJ99].
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Actually, DSR hastwo componentsthat could be consideredproactive: gratuitousreplies

androutecaching.“Gratuitousreplies”allow nodesoverhearinganongoingconnectionto send

a spontaneousrouting messageto the source,offering a betterpath to the destination. This

couldbecalleda pro-active behaviour, but is intendedmorefor maintenance/improvementof

activeconnections,anddoesnotdirectlyaddressdiscovery time for completelynew nodes.

Routecachingis moredirectlyproactive,allowing intermediatenodesin aconnectionto use

subsequencesof thatroutefor theirown purposes.For example,if aconnectionfrom node
�

to

nodeR followstheroute
�1SUT�SU"�SU�VS��WS R , all theintermediatenodes

T
through

�
learnarouteto all

othernodesin thepath. In this example,someroutediscovery messagesareavoidedthrough

this caching,but it is still primarily reactive; the extra cachedrouteswere learnedonly asa

resultof theactualrequirementsof nodes
�

and R .

2.3.4 Pro-ActiveRouting

Flooding requiresa lot of messagesto be sentand received beforea route hasbeenfound.

One way to reducethe messagerequirementis for machinesto maintainlists of nodesthat

are reachablethroughthem. By preparingreachabilitylists in advanceof specificrequests,

nodesarebeingpro-active. Thisbehaviour correspondsto thepushmodelof servicediscovery,

acceptinga backgroundlevel of generalmaintenancework, whetheror not requestsarebeing

used,in exchangefor lesswork processingeachindividual request.For fastroutediscovery,

pro-activestrategiesareveryuseful.

In pro-activesystems,thesendingnodehopesthatits tablegivesasufficiently completeand

currentpictureof the network that it candeterminewhereto sendthe packet basedsolely on

thatinformation.Temporaryinconsistenciesbetweenviewscanresultin short-livedforwarding

loops,but the systemsgenerallygive muchbetterresponsetime thanreactive ones. A com-

parison[DnYS98] of thevariousroutingprotocolsbeingconsideredby theMANET groupin

1998showedpro-active routingto give betterend-to-enddelaysandbetterfractionof packets

successfullydelivered,at theexpenseof a highertotal network traffic load3. Examplesof pro-

active algorithmsincludeOptimizedLink StateRouting[JMQ00] andDestination-Sequenced

DistanceVectorRouting(DSDV) [PB94].

3Someof thesedifferencesareaddressedin [MBJJ99]by usingcachingandsnoopingwith DSR,but theearlier

paperconsidersthefundamentaldifferencesin thetechniques.
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2.4 Sharing Service Inf ormation

Whena protocol is designed,someassumptionsmustbe madeaboutits target environment.

Whentheenvironmentchanges,andsomeof theseassumptionsbecomeinvalid, theeffective-

nessof the protocol is damaged. The shift from a fully wired infrastructureto the rapidly

changing,heterogeneouslyconnectedenvironmentfound todayhasalreadygiven rise to nu-

merousexamplesof this. SMTPis unacceptablefor intermittentlyconnectedusers,soPOPhas

beenintroduced[MR96]. IP is insufficient for addressingdevicesthatmoveamongstnetworks,

soMobile IP hasbeenintroduced[Per96].Existingservicediscoveryprotocolsdo notperform

adequatelyin wirelessad-hocnetworks,soanew alternative is required.

In awirednetwork, commonassumptionsarethatusingacentralizedserver is a reasonable

option, andthat low round-trip timescanbe expectedfor transmissions.The latter assump-

tion, althoughcommonto suchexisting servicediscoverysolutionsasRLP, DHCP, Salutation,

andJini may not be inherentto centralizedapproaches,but having a centralserver clearly is.

Therefore,the arguementgiven herewill first explain the motivationsagainstcentralization,

thenpresentthe remainingoptionswith considerationgiven to the large round-triptimesthat

resultfrom slotted-accessprotocols.

Theservicediscovery protocolsmentionedabove usea centralizedinformationserver that

listensfor broadcastor multicastpacketsonawell-known address.Thisserveracceptsregistra-

tion requestsfor availableserviceofferingsfrom thenetwork, andanswersqueriesaboutthose

services.Although, in wired networks,serviceslike DHCPcanreasonablybeexpectedto be

providedby thesameorganisationthatmaintainsthephysicalequipment,ad-hocgroupscannot

be expectedto provide suchinfrastructure.An ad-hocgroupmay be formedby any two (or

more)devicesthatcomeinto proximity with oneanother, soguaranteeingat leastoneserver in

suchanarbitrarygrouprequiresalmostall candidatedevicesto berunningthatserver. Ontopof

the increasedoverheadresultingfrom this practice,suchroutinedeploymentof serversmeans

thatgroupswouldregularlybeformedwith morethanoneserverasamember. In thissituation,

maintainingthecentralizedapproachwould requireserversto exchangestate,andelectwhich

server is to representthediscovery protocolin eachad-hocgroup. If devicescanbemembers

of morethanonenetwork, thescenariobecomesincreasinglycomplicated.

Acceptingthatalternativesto thecentralizedapproacharerequired,awaymustbefoundto

make thedistributedapproachwork. The two obviouscategoriesarethe push-andpull-style
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solutions.Theproblemswith thepull modelincludetimelinessandpower consumption.The

timelinesstroublescomefrom delaysinherentin acquiringabroadcastopportunity, sendingthe

request,andrepeatingit in caseof loss;andtheincreasedpower consumptionof serversis the

resultof so muchtime spentlisteningfor connections.Deeperinsight is provided into these

difficulties in Chapters5 and6, alsoshowing that they areoffsetsomewhatby a conservation

of bandwidth(no messagesarerequiredexceptwhena client actuallyrequiresa service).This

saving is not necessarilyvery large, however, andsignificantadvantagescan be realizedby

usingapushmodelsolutionto havedevicesmaintainaview of all theservicesthatareavailable

to them. The ideaof maintainingsucha world view is alsoreferredto as“pro-active service

discovery.” Ideally, to maintainanaccurateview, a device would senda requestevery time the

setof servicesavailableto thatparticularclient changed.This behaviour would requireeither

userintervention,whichwedonotconsideracceptable,or anotherdiscoveryalgorithmrunning

at a lower layer, which is redundant.

In consideringpush-stylesolutions,HIPERLAN andIEEE 802.11both allow a device to

learnthe identitiesof its neighboursvia periodicbroadcasts(beacons)from all nodes.A dis-

advantageto usingthesebeaconsfor servicediscovery is thatthey bothrequirea new member

of thegroupto bepresentfor at leastaslong asthemaximumtime betweenbroadcastsfor all

othermemberdevicesbeforethenew devicehasacompleteview of theavailableservices.That

means,if devicesareto haveaview of theirenvironmentnomorethantensecondsoutof date,

thenall devicesmustbroadcasttheir serviceofferingsat leastonceevery tenseconds.

Requiringfrequentbroadcastsfrom all machinesis not desirable.While onemight imag-

ine thata broadcastmedium,like theairwaves,would offer cheapbroadcasts,air protocolsfor

pervasivedevicestendto valuepowerconsumptionveryhighly. In many wirelessmediaaccess

control (MAC) protocols,broadcastsarescheduled,allowing deviceswithout active connec-

tions to turn off the power to their receiver circuits outsideof thesetimes. This behaviour

meansthat the full bandwidthof themediumis not availableto broadcastpackets,thuslimit-

ing the total bytespersecond,andalsothataccesstime is increasedby therequirementthata

device wait for thenext availablebroadcastslot. Combinedwith thegenerallylowerandmore

restrictedbandwidthof wirelessmedia,this strategy makesindependentperiodicbeaconsan

inadequateapproach.

TheIEEE 802.11approachdealswith theproblemmuchmoreappropriately. Thissolution
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allowsapassive,beaconingsolution,exceptthatadvertisingbroadcastsareslotted.Thisslotted

beaconingputsanupperboundon thenumberof advertisementspersecond,regardlessof how

many devicesarepresent.In situationswherethereis not enoughtime availableto wait for a

broadcast,an“active search”requestcanbesent,requiringall devicesreceiving therequestto

respondimmediately. By offering thesetwo alternatives,thedesignersareacknowledgingthat

neitheris perfect:apassivesearchis slow, andanactivesearchis bothexpensiveandunreliable.

Somethingbetteris calledfor.

2.5 Chapter Summary

The astutereaderwill have noticedthat this backgroundchapterhaspresented“around” the

problemof servicediscovery in ad-hocnetworks. Relatedmaterialin the history of general

servicediscoverywaspresentedthatwasmostlyintendedfor eitherfastor reliableconnections.

Ad-hoc networks werediscussed,but mainly in the context of routediscovery. This format

is madenecessaryby the lack of existing standardsfor generalservicediscovery in ad-hoc

networks.

To date,wirelessprotocolshave mainly targettedtheprovision of servicesthatmimic ex-

isting wired devices. At themoment,for example,thewirelessapplicationreceiving themost

mediaattentionis webbrowsing. In thecomingdecade,thepotentialof wirelessdevicesand

ad-hocnetworks will becomemore clear; for now, protocolsenablingthe new applications

enabledby wirelessad-hocnetworkinghavevery little competition.

Therefore,becausetheauthoris not awareof any otherwork currentlyaddressingthis spe-

cific problem,this chapterhaspresenteda crosssectionof relatedwork thatoffersinsight into

thepossibledirectionsthatanew solutionmight take. Theremainderof this thesiswill present

anddefendsuchasolution.
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andwirelessnetworksfromChapter2, wewill nowlookat a

new algorithmfor giving timely informationaboutservices

availablewithin a singlehopof wirelessdevices.Somefur-

ther backgrounddiscussionwill thenexaminerouting pro-

tocolsin thecontext of this new algorithm.

If devicesaregoingto providemeaningfulservices,thenthey haveto cooperate.Thismeans

thateachdevicemustknow whatservicesareavailableto it, andalsoensurethatotherdevices

know whatservicesit isoffering. Reliablyknowing thisinformationwouldrequireall devicesto

bein constantcommunicationwith all otherdevicesin their neighbourhoodbut, for bandwidth

andpowerconsumptionreasons,this is not anacceptablesolution.Thechallenge,therefore,is

to describea usefulcompromisebetweenthedesirefor minimal datacommunication,andthe

desirefor full knowledgeof theimmediateenvironment.

The mostobvious solution for this problemis for all devices to wait until they requirea

service,thenbroadcasta requestfor candidatesthatcanprovide this service.This pull model

solutionwould eliminateunnecessarycommunication,sinceall communicationswould beei-

therrequestsor responses.Sucha solutionmight begoodif any provider wereasgoodasany

other, andtimelinessof delivery werenot important,aswith a calendarapplicationtrying to

remindtheuserof anappointment.A calendardevice couldadvertisefor anything thatcango

25
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“beep.” Assumingthatonebeeperis asgoodasanother, any responderwouldbeaskedto beep,

theuserwouldnoticethis alert,andrespondto thealarm.

If adevice is to makeaninformedselectionfrom theservicesavailable,it musthave timely

andaccurateknowledgeof its options.Unfortunately, usingthepull modelto accomplishthis

servicediscovery in a wirelessad-hocenvironment,even if technicallypossible,will beslow.

Accuracy requiresa reliablebroadcastfor requests,andacknowledgementsfor the responses

from answeringdevices. The periodicburst errorsthat characterizethe medium[ZR99] ne-

cessitaterepetitionof requests,and periodic useof power-saving idle modes(disabling the

transceiver circuits,asallowed for in IEEE 802.11)delaysresponses.For the generalcase,a

solutionmustbe soughtthatoffers promptdiscovery but still placesonly low demandon the

network.

A protocolis presentedin thischapterthatallowsadeviceto maintainatimely internallist of

otheravailabledevices,andensurethatits serviceofferingsareknown to neighbouringdevices.

Analysesof its performance,andcomparisonsto otheralgorithmsfollow in laterchapters.

3.1 The DEAPspaceAlgorithm

Soprefetchingis worth while, but how shouldwe do it? Theinitial hypothesiswasthatbroad-

castingthe servicedescriptionsto all devices, rather than respondingto individual queries,

would be helpful. By doing this, a singlemechanismcouldbe usedboth for discoveringser-

vices,andfor monitoringtheir continuingavailability: seeinganadvertisementallowsadevice

to concludethata serviceis available,andfailing to seean advertisementfor someperiodof

time allows it to concludethat the serviceis not available. Of course,theseanswersleadto

morequestions;specifically, how oftenshoulddevicesadvertisetheir services,andhow long a

gapshouldallow adevice to consideraserviceabsent.

Trying to develop on this idea,a secondhypothesiswasadded: that the effectivenessof

discoverycouldbeimprovedby allowing devicesto collaboratein serviceannouncements.If a

serviceadvertisementincludesnotonly theservicesofferedby thedeviceactuallysendingthat

announcement,but alsotheservicesofferedby its neighbours,thenetwork couldbemademore

efficient. Whenadeviceseesits servicesadvertisedonits behalfby acollaborator, it cancancel

its own next advertisement.Not only could multiple broadcastsbe replacedby one,but this

would provide a feedbackmechanismto allow devicesto discover what is known abouttheir
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offeringsby othermachines.

Clearly, if devicesareretransmittingonbehalfof eachother, they shouldhavesomemecha-

nismfor ensuringthatthedevice they areadvertisingfor is actuallystill presentin thenetwork.

Thesimplestway to do this is by associatingexpiry timeswith services.Ideally this time will

be long enoughto avoid expiring servicesthatarestill offered,just becausethey haven’t been

heardfrom for sometime. If it is too long, andsomedevice receivesan outdatedadvertise-

ment,it is still not a tragedy. By sortingits alternativesin reverseorderof expiry time, either

thereis noalternativeavailableanyway, soit wasworth thetry, or theservicesthatareactually

present(andhencerenewing theirexpiry times)will betriedfirst. For all thesereasons,devices

shouldupdatetheexpiry timeson their own servicesonly, just repeatingthevaluereceivedfor

remoteservices.Noticethat,becauseexpiry timesextendmonotonicallyfartherinto thefuture,

repetitionof outdatedrecords(dueto lost transmissions)will not interferewith devicesthatdid

receive thelost update,sincetheoutdatedtransmissiontime canberecognisedandignored.It

is alsoimportantthat new deviceshave an opportunityto advertisetheir presenceassoonas

possibleafterarriving in anew zone,asis shown in Figure3.1.

Figure3.2 shows a moreseriousworry of prefetching,demonstratingthat short timeouts

andfrequentrenewalswould still bedesirable.This difficulty is inherentto all pro-active ap-

proaches,andmustbeconsideredwhendesigningthealgorithm.

Theseareenoughhypothesesandobservationsto getstarteddesigninganactualalgorithm.

The basisof this systemis that devicesshouldbroadcasttheir entireworld-view on a regular

basis,andlistenbetweentransmissionsfor thebroadcastsof otherdevices,updatingtheirworld-

view accordingly. By allowingall devicesto incorporatethenew elementsfrom othersinto their

own views, individual lost messageshave very little effect on the overall system,becausethe

next broadcastby any device thatdid not missthe first onewill repeat(andupdate)the same

information. In this way, we get reliability throughcontinuedrepetition.Also, aseachdevice

revisesthecontentsof theworld view beforerepeatingit, theinformationundergoesaconstant

slow alterationaseachbroadcasterupdatesandcorrectstheworld-view. It is awarenessof time

thatseparatesthisalgorithmfrom typicalgossipingapproaches.Informationis notonly shared,

but alsotimely.

In a groupof
+

devices, this approachallows eachindividual device to transmitlessfre-

quentlyby a factorof
+

by making the sizeof eachtransmissionlarger by the samefactor.
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time event world view of X default servicechoiceat X

(service,expiry)

1 A advertises (A, 11) A

3 A leaves (A, 11) A (Unavailable)

5 B advertises (A, 11), (B, 15) B

9 B advertises (A, 11), (B, 19) B

11 A expiresat X (B, 19) B

Figure 3.1: In this example,servicesA andB areequallyacceptableto X; servicesrenew their own

expiry timesto ten time units in the future whenthey advertise. ServiceA arrivesfirst, is

discoveredby X, andthenleaves.For abrief time,if X wantsaservice,it will try to connect

with anon-existentdevice (andfail), but therewasno valid serviceavailableanyway. Once

analternative hasbeendiscovered,it is automaticallymadethedefault choicebetweenthe

two, becauseit hasthelaterexpiry time.

time event world view of X default servicechoiceat X

(service,expiry)

1 A advertises (A, 11) A

5 B advertises (A, 11), (B, 15) B

7 B leaves (A, 11), (B, 15) B (Unavailable)

9 A advertises (A, 19), (B, 15) A

13 A advertises (A, 23), (B, 15) A

15 B expiresat X (A, 23) A

Figure 3.2: As in Figure3.1,servicesA andB areequallyacceptableto X, andrenew their own expiry

timesto tentimeunitsin thefuture. In thisexample,ServiceA arrivesfirst, andis discovered

by X, thenB arrivesandis alsodiscoveredby X. This time, however, B leaves. If X wants

a servicebetweentimes7 and9, it will try to connectto B (andfail) eventhoughA would

have beena betterchoice.This will resultprobablyin poorconnectionestablishmenttime

to theuserasthesystemwaitsfor thefirst connectionattemptto timeout.
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This approachcould be implementedwith eachdevice schedulingits own broadcastperiodi-

cally, like the regular beaconingalgorithmwith a longerperiod,but that would missa good

chancefor adaptability. By schedulingwith theshortperiod,but cancellingandrescheduling

whena broadcastis seenfrom anotherdevice, thenetwork becomesautomaticallyresponsive

to loss.Somejitter is requiredto avoid causinga pathologicalcasefor theunderlyingnetwork

with all the devicessendingtheir next transmissionat the sametime, so whena broadcastis

scheduledthetime is takenfrom arange.Whicheverdevicehappensto choosethelowestvalue

will betheoneto transmitanadvertisement,whereuponit andall otherdevicesthatreceive the

advertisementwill scheduleagain.

3.1.1 Assumptions

Thealgorithmis positionedabove theMAC layer, andmakesthefollowing assumptionsabout

theunderlyingnetwork:> Broadcastmessagesarepossible.> Messagesaredeliveredeithercorrectlyor not at all. No partially corruptpacketswill be

encountered.> TheMAC is ableto keeppacket lossratemostlyindependentof thebehaviour of higher-

layerprotocols,exceptingincreasedlossdueto congestion.Thatis to say, similar packet

lossratesrepresentsimilarenvironments,evenwith differentbehaviour at higherlayers.

No routing is assumedor expected,becausethe goal is to locateserviceswithin direct

transmissionrange. Theseassumptionsarenot unreasonable,andare true for suchcommon

protocolsasIEEE802.11andEthernet.

3.1.2 Algorithm

To bemoreconcise,individualnodes(devices)areconstructedwith thefollowing properties:> Eachnodemaintainsa list of servicedescriptions.> Nodesparticipatein theadvertisingof servicesthrougha broadcastmechanism.
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addressof thenodeoffering theservice.

Individual servicedescriptionsshallbereferredto asserviceelements(SEs),anda list of SEs

shallbereferredto asa serviceadvertisementmessage(SAM). If a time-to-live valueis settoQ seconds,at time
2
, thentheSEwill besaidto expire (no longerbevalid) at time

2YX Q unless

thetime-to-live is resetor updatedbeforethattime.

Thebehaviour of eachnodeis governedby thefollowing rules,in whichemphasisedletters

areusedto connecta rule to its usein thesampleimplementationthatfollows.> Thebroadcastmechanismworksasfollows:

– Broadcastsarescheduledto occurwithin boundedtime windows,with at leastone

nodebroadcastingin eachwindow, andtheabsoluterangefor eachwindow being

determinedby anadaptiveback-off mechanism. Z [
– Nodesthat receive a SAM in which oneof their SEsis absentor aboutto expire

increasetheir chanceto broadcastnext by choosingashorterback-off time. Z]\
– Beforebroadcasting,anodere-initialisesthetime-to-livefor its local services.Z ^> Eachnodeprocessesa newly receivedSAM (calledREMOTE in thepseudocodeexam-

ples)by merging it into its internalworld view (calledLOCAL).

– Whenmerging,thetime-to-livevaluesin LOCAL areupdatedto equalthevaluesin

REMOTE if andonly if thatSErefersto aserviceofferedby adeviceotherthanthe

oneperformingthemerge,and the time-to-live valuein REMOTE is later (farther

in thefuture)thanthevaluealreadyin LOCAL. Z _
In orderto giveasampleimplementation,someconfigurationinformationmustbedecided.

Thesevaluesareusedin thepseudocodethatfollows:> Time-to-livevaluesareresetto amaximumvalueNormalExpiry.> Normalbroadcasttimeoutsaretakenfrom rangè .> Shortbroadcasttimeouts,usedwhena device seesoneof its own SEsmissingor about

to expire in a receivedSAM, aretakenfrom rangèba strictly lessthan ` . In this case,

“aboutto expire” is definedashaving a time-to-livevaluelessthanMinExpiry.
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cally stored)currentworld view is calledLOCAL, andthesubsetof LOCAL representing

servicesactuallyofferedby thelocal device itself is calledMINE.

Also, definethefunctionsread(t) andgetTimeout(I):

read(t) blockson the network interface(i.e., suspendsexecutionof its thread,waiting for

network interfaceevents), returninga SAM if one is received in time lessthant, or

timing out otherwise.In receiving a SAM from thenetwork, the read functionconverts

time-to-livevaluesto thelocal referenceclock(via areferenceclockvaluein theSAM or

somesimilar mechanism).

getTimeout(I) returnsavaluechosenrandomlyon theinterval I

1 advertise(LOCAL)
�

2 time tout c getTimeout(̀ )

3 loop(forever)
�

4 REMOTE c read(tout)

5 if(timed out)
�

6 foreachs d LOCAL Z ^
7 if(s d MINE)

8 s.expiry c NormalExpiry

9 broadcast(LOCAL)

10 tout c getTimeout(̀ )

11
�

else
�

12 Interval I c update(LOCAL,REMOTE)

13 tout c getTimeout(I) Ze[
14

�
15

�
16

�
Figure 3.3: An implementationof theadvertisefunction

Theadvertise functiondefinedin Figure3.3 is themainline of thealgorithm.Lines2 and

3 justschedulethefirst advertisementandbegin theadvertisingloop. Line 4 readsaSAM from
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thenetwork, andline 5 checksto seewhetheronewasreceivedin time. If it was,thenthelocal

list is updatedwith thereceivedone,andthenext timeoutis chosenbasedon theresultof the

updatefunction. If thereadtimedout, thenthelocal list hastheexpiry timeson local services

renewed,andis thenbroadcastto thegroup. In practice,the loop on lines6 through8 should

probablyalsoincludeacheckto removeexpirednon-localservicesfrom thelist, but this could

equallywell beincludedin thebroadcastfunctionor asaninternalpropertyof SEobjectsin the

implementationlanguage.In theinterestof asuccinctexample,explicit SEexpiry codehasnot

beenincludedin this sampleimplementation.

1 Interval update(LOCAL,REMOTE)
�

2 foreachr d REMOTE
�

3 if(r fd MINE)
�

4 if( g(hjilkWmVn(o,k r.id = s.id)
�

5 if(r.expiry p s.expiry)

6 s.expiry c r.expiry Z _
7

�
else

�
8 insertr into LOCAL

9
�

10
�

11
�

12 if( g(hji MINE

% fd REMOTE) return ` a Zq\
13 elseif( g,rsi REMOTE

�
r d MINE AND

14 r.expiry t MinExpiry
�
) return ` a

15 elsereturn `
16

�
Figure3.4: An implementationof theupdatefunction

Theupdate functiondefinedin Figure3.4is abit morecomplicated,but still comesdirectly

from the algorithmas it is describedabove. Lines 3 through10 iteratefor eachentry in the

receivedlist, updatingtheexpiry timesof any servicesthathave beenrenewedsincethey were

lastheardabout,andaddingany previouslyunknown ones.Lines12through15returnthetime

rangefrom which the advertise function shouldscheduleits next advertisement,returninga
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short range( ` a ) if any local servicesweremissingor aboutto expire, anda later range( ` )

otherwise.

Thesefunctionsdo notspecifyhow thelists shouldbestored,or how thebroadcastsshould

be carriedout, as theseare internaland lower layer issuesrespectively. While the effectsof

using different versionsof the update function on different devices will be explored in the

Chapter6 discussionon asymmetricbehaviour, for the presentdiscussionall deviceswill be

assumedto agreeon this implementation,andon thevaluesfor ` and `ba .
If all devices have the samemeanadvertisementtime, then a static systemwill reacha

steady-statewhereinSAMs are sentat slightly shorterintervals than that meanvalue. The

chosenmean,therefore,shouldreflect the desiredtimelinessof the world views held by the

variousdevices.

3.2 RelatedWork on Protocols

The DEAPspace1 approachis reminiscentof pro-active routediscovery protocolsfor ad-hoc

networks, like the IntrazoneRoutingProtocol(IARP) includedin the ZoneRoutingProtocol

(ZRP)description[PH99], OptimizedLink StateRoutingProtocol[JMQ00], or therouteinfor-

mationbaseestablishmentsystemusedin HIPERLAN [ETS96, u u 6.5]; all of theseexamples

transmitinformationproactively atregularintervals,allowing nodesto maintaincontinuallyup-

datedinformationabouttheir neighbours.Thesesimilaritiesaretheresultof thesimilar goals:

routediscovery is aspecialcaseof servicediscovery in whichall SEsareadjacency tables.

3.2.1 Applications to Routing

Would DEAPspacebe an appropriateplatform for a new routediscovery protocol? Probably

not. One of the strengthsof the DEAPspacealgorithm is that it allows devices to discover

servicesthat might be partially hidden,therebyhaving unreliablebroadcastconnections,but

feasibleacknowledgedconnections.In routing,unreliablelinks areusuallybestavoided,sothe

fault-toleranceof DEAPspacebecomesaweakness.

Furthermore,the internalrepresentationdoesnot scalewell for routing tables. In service

1This protocolwasdevelopedaspartof theDEAPspace(DistributedEmbeddedApplicationPlatformdevice

spaces)projectat IBM Research,Zürich Laboratory.



34 CHAPTER3. LOCATING SERVICES

discovery, eachserviceis unique,and shouldbe storedby all clients; in pro-active routing

protocols,thewholetableis unique.With anormal(e.g.,distancevector)routingalgorithm,as

eachtableis received,it is usedto updatethelocal routingtable,but is not explicitly stored.In

orderfor onenodeto representall of its neighbours,it would have to know theexact tableto

sendthus,althoughthetotal network traffic would remainconstant,thestoragerequiredwould

increaseby a factorof thenumberof neighbouringnodes.

3.2.2 What canbe learned fr om routing

Althoughthesedifferencesexist, thetwo areasof work still sharethegoalof allowing eachnode

to inform its neighbouringnodesaboutthecapabilitiesthatit offers,whetherthosecapabilities

arereachablenodesor generalservices.It is not surprisingthenthatdesignpointssimilar to

thoseusedwhendesigningDEAPspaceled to someof thesamearchitecturaldecisions,includ-

ing theuseof pro-activesolutions.Pro-active routingsystemsfall roughlyinto two categories,

referredto hereas regular broadcastprotocols(similar to HIPERLAN, in which all stations

sendperiodicbeacons[ETS96]), andslottedbroadcastprotocols(similar to IEEE 802.11,in

which stationstake turnssendingbeacons[IEE97]). For thepurposesof servicediscovery, the

significantcontentof thesebeaconsis theaddressof thesendingdevice.

The differencebetweenthe slottedandregular approacheslies in their scalability. As the

numberof devicesgetslarge,aslottedprotocollimits theamountof bandwidthbeingsacrificed

to discovery, while a regular protocol limits the effect on timeliness. Slottedprotocolsalso

offer lowerpowerconsumptionfor servers,becausetheir inherentpredictabilityallowsdevices

to make intelligentuseof idle mode.

A sensible(andcommon)wayto implementslottedaccessusesrandomcontentionfor each

broadcastslot. As a result,even if the network is not heavily loaded,statisticsdictatethat a

devicewill sometimesmissseveralattemptsin a row to broadcast,resultingin a longerinterval

betweensuccessivebroadcaststhanplanned,andthereforea longerexpectedtime to bediscov-

ered. In a regularsystem,every device broadcastsat thesameinterval, regardlessof theother

devicesin thegroup.Becauseof this, thediscovery time for devicesin a regularsystemcanbe

expectedto be betterthanin a slottedsystem.It is thereforefair, whencomparingtimeliness

of a new discovery algorithmwith the timelinessof a beaconingalgorithm, to usea regular

beaconingalgorithmasthebasisfor comparison.
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3.3 Chapter Summary

Chapter3 haspresentedanew ideathatis centralto this thesis:analgorithmfor servicediscov-

ery in ad-hocnetworks. It is a decentralizedalgorithm,andhasbeendesignedto performwell

in quickly changingtopologies.Thefollowing chapterswill analysethesuccessof this design,

first studyingits expectedperformance,thencomparingit with thealternatives.
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Chapter 4

Predicting Performance

Sometheoryis presentedfor predictingwhatbehaviour

Evaluation

Background

Describing Services

Power Saving

Conclusions

Locating Services

Predicting
Performance

Performance

can be expectedfrom an implementationof the new algo-

rithm. Thesecalculationshelp to givean intuition into the

choiceof configuration variablesto beusedin tuninga de-

ployedsolution.

Thusfar, aproblemhasbeenpresented,alongwith someexistingwork thatcanhelptowards

asolution,andthedetailsof a new solutionwerethengiven.It is commonpracticeto compare

network protocolsvia theuseof simulations,andin fact this is whathasbeendone,andwill

be presentedin later chapters.Ratherthangoing straightto simulationresults,however, it is

usefulto spendsometime explainingwhat resultsshouldbeexpectedfrom thosesimulations,

andwhy.

This chapterpresentsa theoreticalanalysisof theexpectedlong-termbehaviour of devices

runningtheDEAPspacealgorithmthroughdiscussionof its behaviour in anidealenvironment,

thenby explaininghow thatbehaviour changesin thepresenceof packet loss. Thesecalcula-

tionsaremeantto helpbothwith choosingconfigurationparametersandwith validatingsimu-

lationsusedin following chapters.

37
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4.1 The Duration Of Steady-State

Considerfirst an ideal steadystatefor DEAPspacedevices,in which somedevice broadcasts

at time
2
. Ideally, all deviceswill receive that message,andscheduletheir next broadcastfor

sometime from therangè (asdefinedin Chapter3). Oneof thesechoiceswill prove to be

theearliest,andthedevice thatmadethatchoicewill win therace,sendingthenext broadcast.

Obviously, the expecteddurationfor this roundwill dependon ` . If all devicesreceive this

broadcastalso,thenthey will all rescheduleagain,andthescenariorepeats.

Threethingscandisruptthissteadystate:loss,devicearrival (or departure),andbroadcasts

scheduledfrom the alternaterange ` a . The effectsof packet losswill be addressedlater in

this chapter, andchangingthegroupmembershipis thetopic of Chapter5. For now, consider

reasonsfor adeviceto receiveaserviceadvertisementmessage(SAM) in which its own service

elements(SEs)areexpired or aboutto expire. Whensucha SAM is received, it triggersthe

device offering thoseSEsto chooseits next broadcasttime from thesmallertimeoutrangè a .
Call this actworrying.

To analysethe ocurranceof worry, we will startby assuminga nearlyideal environment,

then look at the resultsof droppingvariousassumptions.For the first analysis,assumethe

following:

1. Devicesneitherarrivenor leave thegroup

2. Broadcastmessagesareinstantandatomic

3. Broadcastmessagesarenever lost or corrupted

4. If
+

devicessimultaneouslyschedulea broadcast(calledan
+
-wayrace) at a time in the

futurechosenfrom rangè , theracewill havea uniquewinnerat time v .

Thestrengthof assumption4 is thatit letsusforgetabouttime(for now) anddealexclusively

with thenumberof roundsthatpass.This assumptionallows us to convert the time it takesa

device to worry aboutits servicesexpiring to a numberof rounds.Let
T

representthenumber

of roundsin which no otherdevice is worrying thata device canlet passwithout renewing its

services,andwithout worrying itself. This meansthat
T

is a configurationparameterof the

system.We cannow restatethedefinitionof worrying aswhathappensif, in steadystate,any

particulardevice loses
TwX�x

broadcastracesin a row.



4.2. SOLVING FORAN IDEAL SYSTEM 39

4.2 Solving for an ideal system

Oneof thesimplestquestionsthatwe canaskaboutthis idealsystemis how long steadystate

can be expectedto last. If we can determinethis in termsof the configurationparameters,

thenusersof the algorithmwill be in a goodpositionto chooseusefulvaluesfor their target

environment.

To find the durationof steadystate,underthe assumptionslisted above, startby writing

down a regularexpressionfor all possiblesequencesof eventsbeginningby aparticulardevice

winning a broadcastrace,andendingwith
TyXzx

losses.The languagedefinedby this regular

grammarincludespreciselyall situationsthatcanleadto worry. In this Equation4.1,consider

that 0 identifiesa lost race,1 identifiesa won race,andexponentsdenoterepetition(for an

introductionto this notation,seeAppendixA):{ �}|~����X���X��  X�����X�������X����j�/xl�����8� P � (4.1)

For clarity, theterm fair racerefersto thesituationwhereall devicessimultaneouslychoosea

time from thesamerange,andthedevice thatchoosestheearliesttime “wins” theopportunity

to broadcastnext. In a groupof
+

devices,a givendevice canexpectto win a fair raceabout1

time outof
+

in steady-state,sincesteady-stateis definedasthesituationin which all racesare

fair.

Equation4.1 includessomesequenceof wins andlossesin which any run of lossesis no

longerthan
T
, exceptfor thefinal one,which is exactly

T�X�x
long. It is importantto notethat

the languagedefinedin Equation4.1 is non-ambiguous, meaningthateachpossiblesequence

canbegeneratedin exactly oneway. Implicit in thedefinitionof
{

is an initial win. Without

that,thelengthof thefirst run of lossescouldnotbeknown.

Thefollowing generatingfunction[Rio58, Mac60] enumeratesthestringsof theregularlan-

guage
{

: � G �	� � P � X�|~�4xyX��	X��  X�� � X�������X�� � � Q ��� � P �X�|~�4xyX��	X��  X�� � X�������X�� � � Q �  � � P �������X�|��jx6X���X��  X�� � X������ X�� � � Q ���	� � P � (4.2)

Equation4.2 is a direct expansionof Equation4.1, in which the power of
�

countsthe

numberof losses,andthepowerof Q countsthenumberof wins. For brevity, usethegeometric
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seriescompression
xyX��	X��  X�������X�� � ��� �L�)�s���W����L�)� :� G � � � P �x' �¡ � �L�)� ���W� ��L�)� (4.3)

Equation4.3doesnotuseaprobabilityfor theinitial win, sincethatis anecessaryprecondition,

andthereforehasaprobabilityof one.

Becausewe are interestedin total length, introducea new variable, ¢ , to count the total

numberof trials (i.e.,winspluslosses):� G � ��� ¢ � � P �x' }� ¡/£ � � �L� � � £ � ���W� ��L� � � £ � (4.4)

Now, in Equation4.4, the power of ¢ is the total lengthof the string, the power of
�

is the

total numberof raceslost, andthepower of Q is the total numberof raceswon. For example,

expanding
�

via Taylor seriesaboutzeroin both Q and
�

shows that if
T��¥¤

, the coefficient

of QV¦ � ��§ is ¨W¨ �W� ¢ L . Thepower of ¢ is just thetotal numberof trials (8 wins + 14 losses= 22

trials),andthecoefficient is thenumberof waysthat8 winsand14 lossescanbearrangedsuch

thatthey endwith a win andfive losses(in thatorder),andcontainnootherrunsof losseswith

lengthgreaterthanfour. As anexamplethatyou canverify in your head,alsonoticefor
T©�«ª

thecoefficient of Q ¦ �,¬ is ¨W¢ �� , sincesix of the
�
’s areat theend,andthefinal

�
canbelocated

beforeany of theeight Q ’s.

We have now enumeratedall the strings. The next stepis to start working towardsthe

expectedlength. Eachterm alreadyhas Q to the power of the numberof wins, and
�

to the

powerof thenumberof losses,sotheprobabilityof thesituationdescribedby thattermis right

there,andthe coefficient automaticallyhandlesthe multiplicity of eachprobability, but what

goodis asumof probabilities?Substituteany Q X��D�}x
, ¢ �}x

into thefunction,andyou find

thatthesumof all probabilitiesis
xW®¯���W�W�W�W���

meaning,notsurprisingly, thateventuallyadevice

will lose
T°X�x

timesin a row for any valid
T
.

To get the expectedduration,the probability of eachpossiblestring is multiplied by its

length. (That’s just thedefinitionof “expectedvalue,” asfoundin any introductoryprobability

book.) So,we differentiatewith respectto ¢ . Rememberthat theexponenton ¢ is the length

of the string, and that differentiationwill multiply every term by the exponentof ¢ . After

differentiating,we set ¢ to one, to cancelit out of the whole expression,sincewe won’t be

needingit any more.
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±± ¢ � G ² £4³ �°� � � P � ��TwX�x��x'  ¡ � �L�)� ���3� ��L�)�   � � P ��´  �¡ µ�¶ �)� ���W��·¶ �)� Xz¡ � ���3� µ ��¸ ¶ ·¶ �)�  ¹¡ µ~¶ �)� ���3��· �µ~¶ �)� ·~º¼»´ x�  ¡ µ~¶ �)�
½ �W� ·¶ �)� »¿¾ (4.5)

Now thateverytermis multipliedby thelengthof thestringthatit represents,all weneedto

do is substitutetheprobabilityof winning for À , andtheprobabilityof losingfor Á . Obviously,

theprobabilityof losingis oneminustheprobabilityof winning, sosubstituteÁÃÂÅÄ	Æ�À into

Equation4.5: Ç�È ÀÊÉËÂ ±±VÌÎÍyÏ1Ð Ñ4Ò ¶LÓ Ô Ò ¶LÕ)Ö Â ÄÀ È Ä'Æ×ÀÊÉ4Ø ¸ ¶ Æ ÄÀ (4.6)

By solvingEquation4.6for ÀFÂ ¶Ï , wecannow seethat,in asteady-stateenvironmentwithÙ devices,anindividualdevicewouldexpectto worry aboutonceevery
Ï ½�Ú8Ûµ Ï Õ�¶ · ½�ÚWÜ Æ Ù rounds.

4.3 Considering the total system

Unfortunately, whenadeviceworries,it causesthenext roundnot to bea fair race.By picking

a timeoutfrom thelower range,all devicesthatarenot alreadyworriedareguaranteed(by our

currentassumptions)to losethenext race.If thevaluepredictedby Equation4.6 is large,then

this effect will just benoise,andshouldnot really causeany trouble.If worrying is a relatively

frequentoccurrence,however, theunfair racesmustbeaccountedfor in calculatingtheexpected

durationof steady-state.

To dealwith this feedbackproblem,assumetheprobability À of aparticulardevicewinning

agivenraceis known. Equation4.6canbeusedto turn this into anexpectednumberof rounds,ÇÝÈ ÀÊÉ . By inverting
Ç�È ÀÊÉ , we get theprobability of worrying on any givenround. Therefore,

the probability of Ù devicesall not worrying on a particularroundis
È Ä9Æ ÇÝÈ ÀÊÉ Õ�¶ É Ï Õ�¶ . The

exponentis Ù ÆbÄ , ratherthan Ù , becauseweareanalysingthedurationsteadystate,soweknow

thatat leastonedevice (theonefor which thesteadystateis beinganalysed)mustnot be in a

stateof worry (from thedefinitionof steadystate).

Theprobabilityof aparticulardevicewinninga fair raceis Ù Õ�¶ . Theprobabilityof apartic-

ular roundbeingfair, giventhatat leastonedevice(theoneweareconsidering)is notcurrently

worrying, is
È ÄËÆ ÇÝÈ ÀÊÉ Õ�¶ É Ï Õ�¶ . By combiningthesetwo probabilities,wefind theprobabilityof
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Figure 4.1: Correctedanduncorrectedexpectedsteady-stateduration(onthelogarithmicy-axis)against

thenumberof consecutive roundsfor which anindividual stationcanfail to senda renewal

advertisementwithout affecting its choiceof broadcasttimeout ( ß , on the x-axis) for two

throughtendevices( à ). In eachpair, the lower curve hasusedEquation4.7 to geta more

accurateresult.

aparticulardevicewinning agivenroundis givenby Equation4.7.ÀFÂâá ÄÙ*ã áYÄ'Æ ÄÇ�È ÀÊÉ ã Ï Õ�¶
Ââá ÄÙ ãåä Ä'Æ ä Ä¶Ö æ~¶LÕ)Ö · ½�ÚWÜ Æ ¶Öèç9ç Ï Õ�¶ (4.7)

Generalsolutionsto Equation4.7,giving À in termsof é and Ù , aredifficult to write down,

let alonework with, soa little function (AppendixB) waswritten to approximateits solution

usingNewton’smethod.Let êÀ representthevalueof À thatsatisfiesEquation4.7.

Substitutingthesolutionsto Equation4.7 backinto Equation4.6givesa realisticexpected

durationfor steady-state,givenvaluesfor é and Ù . Naturally, as é getslarge,Equation4.6gets

large,andEquation4.7approachesêÀëÂ ¶Ï . That is to saythatasdevicesworry lessfrequently,

they causefewer unfair races,so assumingall racesto be fair is increasinglyvalid for larger

valuesof é . Thisconvergenceis shown in Figure4.1,whichplots
ÇÝÈ ¶Ï É andthecorrected

ÇÝÈ êÀìÉ .
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Figure 4.2: Comparingthe resultspredictedin Equation4.7 with theobserved behaviour of a discrete

eventsimulation.

Equation4.7 now allows an “ideal timeout” (onethat will allow steady-stateto be main-

tainedduringalmostall of any givenexecutiontime) to becalculated.A system-designercan

choosethe largestnumberof devicesexpectedto bejoinedinto onegroup,definewhata long

time is, andwork backwardsto find a suitablechoicefor é . For example,if groupsarenot

expectedusuallyto involvemorethanfivemembers,andwould likesteady-stateto lastat least

a hundredroundsbetweenincidencesof worrying,Figure4.1shows that é�Â}Ä î would besuf-

ficient. In fact if, in the casestatedabove, the expiry time is set to allow fourteenroundsof

non-renewal to passbeforedevicesstart to worry, devicescanexpectto go some122 rounds

betweeninstancesof worry.

Figure4.2showspredictedvaluesagainstthevaluesobservedin adiscreteeventsimulation.

The predictedcurve is a goodapproximationof the observed behaviour until the numberof

devicesgetscloseto é . This is to beexpected,sincethissituationwill meanthatsomedevice is

alwaysworrying, meaningthat thereis a chanceof a device choosinga shorttimeout,but still
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notwinning thenext race.Simulatedbehaviour will bediscussedin moredetail in Chapter5.

This result is bothgoodandbad. On thegoodside,it allows us to studythebehaviour of

thesystemundertheassumptionthata steady-statecanexist, andoccurrenceslike lost packets

andthearrival of a new device canbetreatedasperturbancesof thatsteady-state.On thenot-

so-goodside, the above exampleshowed that for five devices to maintainsteady-statemore

or lessindefinitelyunderidealconditionswill requiretimeoutson theorderof twentyrounds.

That meansthat the time to noticethe absenceof a device is abouttwenty timeslongerthan

thetime to noticeits presence.For suchasmallexample-system,betterperformanceshouldbe

expected.

Happily, thisis nottheendof thestory. Causingadeviceto worry andsendamessageearlier

thanusualis not sobad.Yes,if this is a frequentoccurrence,theaverageofferednetwork load

will beslightly higher, but is thatbad?Section4.4addressesthatquestion.

4.4 When DevicesWorry

Section4.1defined“worrying” to describethesituationwhenadeviceseesanadvertisementin

whichoneor moreof its servicesis absentor scheduledto expire in lessthanagiventime,and

Equation4.7waspresentedasawayto predictthetimebetweeninstancesof devicesworrying.

Now weaddressthequestionof whathappenswhenaworryingsituationarises.

Whena device worries,it choosesits next scheduledbroadcast-timefrom anearlierrange

thanusual. It makesanalysiseasierif thereis no overlapbetweentheusualrangeï , andthe

shorterrangeïëð , solet’sgowith thatassumptionfor now. Assumealso,for now, thatnopackets

arelost.

Under theseassumptions,even if a device worriesonly oneroundbeforeits servicesex-

pire,nounusualbehaviour will beexhibited,exceptfor oneshorter-than-usualbroadcastround.

Considerthecasewhere ï ÂòñóÄ�ô,õ Ä�ö�÷ , ïëð°Âøñúùûõ Ä ô3É , and Ù Â¥ö devices. Assumethat, from

theway anentry from ï is chosen,theusuallowestchoice êï is twelve. Thesystemcontin-

ueswith devicesbroadcastingevery twelve secondsor so,until device ü receivesa broadcast

showing its serviceswill expire in fifteen seconds.ü worries,andchoosesits next broadcast

time from ï ð ; this time it choosesnineseconds.At thesametime that ü chosethat timeout,

the otherfour devicesalsochoosetheir next broadcasttimes(sincethey aresynchronisedby
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thereceiptof thesamebroadcast),but thosetimesareall chosenfrom theinterval ñýÄ�ôûõ Ä�ö�÷ . Nat-

urally, nine secondslater, ü wins the broadcastrace;all five devicesthensynchroniseon the

new broadcast,andscheduletheir next broadcastfor ten to fifteen secondsin the future. An

observerwouldhaveto bepayingverycloseattentionto seeanythingunusualin theobservable

behaviour causedby this wholeprocess.

If, as in the above situation,devicesbegin to worry only oneroundbeforetheir services

expire,andtwo devicesbegin worrying asa resultof thesamebroadcastpacket,only onewill

renew its servicesin time. But how oftenwill this happen?If steadystatehasbeencontinuous

for morethan é rounds,theneachdevice hashadat leastonebroadcastseparatedêï from any

other broadcast.Remember, we are still consideringonly a loss-freenetwork, and uniform

assignmentof configurationparametersamongthedevicesso,for oneroundof worrying to be

insufficient,two deviceswouldbothhave to losethesameé roundsin a row, afterbroadcasting

consecutively, separatedby lesstime thanthemostrecentwinning timeoutvalue(causingthem

to begin worryingasa resultof receiving thesamebroadcastpacket.)

Although we areassumingthat all roundsarethe sameduration,thereis of coursesome

variation in the exact time betweenbroadcasts,with someroundsbeingslightly longer than

others. This is relevant because,for two devices to worry asa result of receiving the same

packet, their expiry timesmusthave both crossedtheir worry thresholdin the time sincethe

previous packet wassent. Therefore,the gapbetweentheir renewals (some é roundsearlier)

musthavebeenlessthanthegapbetweenthecurrentbroadcastandtheprevious.Thiscondition

maycomeaboutdueto a previouscaseof worry, or just dueto thenatureof randomnumber

selection,but thereis enoughrandomnessin thewholeprocessthat it is reasonableto saythat

it’ saboutanevenchancewhetherany particulargapbetweentransmissionsis longeror shorter

thanany particularprecedinggap.Thisgivesusthefactorof
¶¾ in Equation4.8.

Theonly otherthing thatmustoccur, giventhecorrecttiming, is for thewinnersof theraceé roundsand éËþ¹Ä roundsin thepastto bedifferent,andfor theseparticulartwo devicesboth

to have lost theprevious é rounds.Becausewe arestartingfrom steadystate,anddevicesare

uniformly configured,this is Ï Õ�¶Ï (thechancethatthey aredifferent)timesthenumberof ways

to chooseé winnersfrom Ù Æ�ÿ devicesdivided by the numberof waysto chooseé winners

from Ù devices.
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Puttingthis all togethergivesusthefollowing:

á Äÿ ã á Ù ÆBÄÙ ã á Ù Æ�ÿÙ ã Ø
(4.8)

Consideragaintheexamplefrom theendof Section4.1,in whichfivedeviceswerepresent,

and é wassetat14,meaningthatmorethanahundredroundsof steady-statewouldbeexpected

to passbeforeany device worried. The probability of this worrying actuallycausingany sig-

nificanteffect is, by Expression4.8,
È��¶�� É È��� É ¶ � or 0.03%.This resultmeansthat,evengiventhe

necessaryconditionsfor trouble,thereis lessthanonechancein 3190that anything badwill

result.

In thecurrentexample,thesmallestadvertisementinterval everchosenis eightseconds,and

thelargestis fifteen.Sincethis meansthatthreeadvertisementscanneverhavehappenedin an

interval shorterthanany singleadvertisementinterval, a maximumof two devicescouldever

be causedto worry asthe resultof a singlebroadcast.(Again ignoring the possibility of two

preexistinggroupsmergingveryquickly. Thisandotherunusualeventswill bediscussedlater.)

To incorporatetheearliertiming estimatesinto theprobabilityof having two devicesbegin

to worry on the sameround, we have now seenenoughto begin with the claim that it is a

rareevent. Becauseit is rare,we neednot considerthe feedbackproblemsencounteredwith

Equation4.6. Furthermore,if onedevice is goingto worry on a givenround,thenwe know it

did notbroadcastonany of the é roundsleadingupto thatround.Therefore,theprobabilityof a

seconddevicehaving lost thesameé fair racesis actuallylower thantheprobabilityof adevice

losing an arbitrary é fair races. This observation, consideredimplicitly in the formation of

Expression4.8,wouldleadto anexpectedprobabilityof two devicesworryingonany particular

roundto begivenby thefollowing:

�	� Â á Äÿ ã á Ù ÆBÄÙ ã á ÄÍyÏ È êÀ¿É ÍyÏ Õ�¶ È êÀìÉ ã (4.9)

Calculatingavaluefor Equation4.9with ourongoingexampleof fivedevicesgivesaboutaô ® ôûÄ�
 chance(perround)of any particulardevice remainingworriedfor morethanoneround

if é is ten. Furthermore,recall that a round of worrying is shorterthan a normal round, so

configuringworry to start,in this case,sixteensecondsbeforeexpiry would give thedevice a

secondchanceto broadcastbeforeexpiring.
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4.4.1 Approximating the round duration

At the least,it is reasonableto considerinstancesof doubleworry to be rare. Therefore,in

thefollowing calculations,considerthedurationof a roundof advertisingto beentirelydeter-

minedby themeta-stablebehaviour comprisingnormaltimeoutsandoccasionalworrying. This

implies thata worrying device will alwayswin its race,andeachdevice has ÍyÏ È êÀìÉ roundsof

non-worry for eachroundof worry, duringwhich roundsof non-worry, theother Ù Æ Ä devices

will worry aboutonceeach.Therefore,theaverageroundduration � canbeapproximatedby

taking the weightedaverageof
Ç Ï È êÀÊÉ6þåÄ Æ Ù roundswith duration êï , and Ù roundswith

duration êï ð :
�� êï È�Ç Ï È êÀìÉYþ�Ä�Æ Ù ÉYþ êï ð ÙÇ Ï È êÀÊÉYþ�Ä (4.10)

In our ongoingexampleof five devices,usingthe recentlychosenparameteréDÂòÄ�ô , this

givesanexpectedrounddurationof
¶ ¾�� æ � � ¸ ¶LÕ � · ¸�� æ � ·� � ¸ ¶ Â Ä�Ä ®�� seconds.

Thesecalculationshave shown thealgorithmto bemuchmorerobust thanthepreliminary

resultsshowed in Section4.1. We now have a groupof Ù devicessetup so that eachdevice

expectsto go for tensof thousandsof advertisingrounds(in thecaseof eleven-secondrounds,

that meansdays)without ever expiring. It is thereforereasonablefor further studyof system

behaviour to assumethatsteady-statewill bemaintainedunlesspacketsarelost, or thesystem

configurationis changed.

We will now considertherobustnessof thesystemin thepresenceof packet-loss.

4.5 When PacketsGo Missing

This algorithmis very tolerantto packet lossand,in mostcases,thelossof a broadcastpacket

will causenounusualbehaviour atall. If abroadcastis lostbeforethesendingdeviceis worried

abouttiming out,evenif thesendingdeviceknows it is lost, thatdevice’sbehaviour will notbe

affected.

If thelost packet is sentby a device that is startingto worry, it is slightly moreserious,but

not much. Section4.1 shows thatparameterscanbechosensuchthatdeviceswill very rarely

haveto chooseavalueotherthanfrom theirusualrange,implying thatwhenonedoesso,it will

almostalwayssucceedin winningthenext race,sinceit will usuallybetheonly devicechoosing



48 CHAPTER4. PREDICTINGPERFORMANCE

[50 70 30]

[50 70 30]

[50 70 30]

[50 70 30]

10

[50 70 91] [50  70 101] [50 102 101]

[117 102 111]

20 21 31 32

[90 70 30]

[90 70 30]

[90 70 91]

[90 70 91]

[90 70 101]

[90 70 91] [90 102 91]

[90 102 101]

41 46

[107 102 111]

[107 102 111]

[50 102 111] [117 102 111]

[117 102 111]

Figure 4.3: Vectorelements���	ß���� representtheexpiry timesknown by eachdevice for thetop,middle,

andbottomdevicesrespectively. Shadedareasindicatethattheindicateddevice is in astate

of worry. In this case,expiry is set70 secondsin the future,anddevicesworry if they see

theirown expiry-timeadvertisedlessthan20secondsin thefuture.To easeexplanation,the

winneralwayschose10 seconds,andtheotherdevicesall chose11 seconds.A device that

worried alwayschose5 seconds.Note that thesevaluesarenot part of the algorithm,but

wereusedhereonly to avoid theconfusionthatusingrandomvaluesmight cause.Thetop

device almostexpiresfrom thebottomdevice’s list, but only after thebottomdevice failed

to receive threeadvertisementsin arow. Thetopdeviceworriedat time31,whenit received

anadvertisementshowing its own imminentexpiry at time 50, but stoppedworrying when

themiddledevice transmitted(at time 32) with a laterexpiry shown for thetop device. On

receiving thebroadcastat time 32, the top device resetits advertisementtimer to 42 (from

36).

a timeoutfrom the lower range.Even if thatadvertisementis lost, it will almostcertainlynot

be lost to all devices. If thenext device to broadcastreceived thepacket successfully, thenits

broadcastwill updatethedevice thatmissedit (unlessthatdevice hasdroppedout completely,

which caseis coverednext). If the next device to broadcastdid missit, but thereareat least

threeroundsbetweenworrying andactuallyexpiring, thenthe situationwill result in another

shorttimeoutwhentheold list againcausesthesamedevice(s)to worry.

A key design-pointof theDEAPspacealgorithmis its stability. A smallnumberof received

broadcastscanmakeupfor alargenumberof lostbroadcasts.Becauseof thisproperty, themore

devicesjoin a group,themorereliabletheservicediscovery is. This propertyis demonstrated

in theexampleof Figure4.3.

4.6 Chapter Summary

This chapterhaspresentedananalysisof thegenerallyexpectedbehaviour of theDEAPspace

algorithm.Thisanalysiswasoriginallydevelopedasafeasibilitytest,assistingwith thedecision
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of whetheror notthealgorithmwasworthanimplementedtrial. In thisrespectit wassuccessful,

predictingreasonablediscovery timesandscalability, andthereforewarrantingfurther study.

Thegoalsof this furtherwork wouldclearlyincludefindinganswersto thesortsof complicated

situationsleft unresolvedin Section4.5;askingquestionsabouteventsthat,while comparatively

infrequent,mayaffect theusabilityof thealgorithmin practicalcontexts.

To answerthesetypesof questions,theusualsolutionlies with simulation;andthis thesis

is noexception.Thenext chapterwill introduceasimulationof theDEAPspacealgorithm,and

useit to examinesomemorecomplex environments. It will first demonstratesimulationsof

algorithmbehaviour underideal (loss-free,uniform parameterdistribution) conditions. Hav-

ing introducedtheoutputformatanddemonstratedtheaccuracy of thesimulator, it will go on

to presentsomeinterestingenvironmentsandthebehaviour of thealgorithmin thoseenviron-

ments.
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Chapter 5

PerformanceEvaluation

Thischapterintroducestwotoolsthatwereusedfor analysing
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thebehaviourof theDEAPspacealgorithmunderreal con-

ditions. Thetoolsare usedfor mutualvalidation,thenvali-

datedagainsttheory. Theperformanceof thenew algorithm

is thencomparedwith thatof competitivealternativesunder

bothnormalandextremeconditions.

Chapter3 describeda new servicediscovery algorithm,andChapter4 explainedthat,due

to its changingtimeoutvaluesandraceconditions,it is very difficult to analysethis algorithm

thoroughly, sosimulationis requiredfor properexamination.For this examination,two tools

have beencreated.Oneis a network emulatorthatpresentsan interfaceinterchangeablewith

an actualnetwork interfacecodedfor the Java VM. The emulatorhasadjustablepacket-loss

probabilitiesandpropagationdelays,allowing theapplicationsto bedevelopedandtestedin a

controlledenvironmentbefore“going live.” The emulatoralsoprovidesa centralpoint from

which informationaboutnetwork accesscan reliably be collected. Becauseinterchangeable

interfacesareallowedfor, theimplementationcanbetestedoverrealnetworksto verify thatno

unexpectedbehaviour emergesthatwassomehow notseenby emulation.

The secondtool is a hand-codeddiscreteevent simulationdesigneduniquely for service

discovery, includedin AppendixC. Becausetheemulatormimicsa realnetwork, testsof thou-

sandsof roundstakehoursto complete,while adiscreteeventsimulationcanbecompletedfor

51
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many moreroundsin minutes. This allowed far moretrials, andthereforemorereliableand

reproducibleresults,thanwouldhavebeenpossiblefrom emulationalone.

5.1 Simulations

Thenetwork emulatorwaswritten for testingvariousservicediscovery ideas,andhasproven

to be a very usefultool. It offers real-timetestingof behaviour with real clientsover varying

network conditions,andthenallows thoseexactsameclientsto beconnectedto a realnetwork

to verify theirbehaviour. Its strength,however, is alsoits weakness.Beingareal-timeemulator,

doinga largenumberof iterationsis difficult. Also, it introducessomeunpredictablebehaviour

that is consistentwith thespecifictypesof networksunderstudy, but is not generallyexpected

for anarbitraryclientandnetwork.

For reasonsof generality, mostof thischapterusesadiscreteeventsimulatorthatwascoded

specificallyfor servicediscovery. By ignoring latency causedby throughputrate,queuingde-

laysat thevariousclients,andnetwork accesstime, it producesamorereproducible,andthere-

foremorereasonablycomparedresult.

Beforegoingdirectly into usingtheresultsof thesesimulations,it is usefulto presentfirst

how they differ from emulatedperformance.

As demonstratedin Figure5.1, theemulatedbehaviour is very similar, but not exactly the

sameasthesimulatedperformance.Thisdifferencecomesprimarily from two sources:� Threadscheduling� Nearlysimultaneoustransmissions

An exampleof threadschedulingis that,evenwith zeropacket loss,someroundsareob-

servedwith a durationbetweenïbð��� Ö and ï � � Ï in theemulatedperformance.This shouldbe

impossiblebut, becausesometimesthe discovery threaddoesn’t happento get any processor

cyclesfor anunusuallylong time, it mayinterpreta broadcastasbeingsentsecondslater than

it actuallywas. This leadsto theoreticallyimpossiblerounddurationsbeingobserved. Such

schedulingdifficultiesareunavoidablein any real-timeemulationwherethebehaviour of many

parallelprocessorsis beingemulatedby a singleserialprocessor.

A secondway in which emulatedperformancediffers from theoryis that onethreadmay

sendanadvertisementto thenetwork while anotheradvertisementis beingreceived. Thesim-

ulatorassumesthatassoonasonedevicedecidesto sendanadvertisement,all devicesthatare
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Figure 5.1: Advertisementround duration spread,simulatedand emulated,with 6 devices, " #��$&%('�$�)*�+'," ð #-��.0/1.2.0'�)*� . In both examples,the smoother(lower) line of eachpair repre-

sentsasimulationof 100,000rounds,andtheotheris 1,000emulatedrounds.

going to receive it do so immediately(i.e., all raceshave a uniquewinner). In a real imple-

mentation,if two devicesdecideto advertiseatalmostexactly thesametime,thenetwork layer

andMAC protocolsmayavoid collision,but bothpacketswill still besent.This leadsto some

veryshortrounds,which is why they-interceptfor thesimulatedcurvesis zero,but not for the

emulatedcurves. Modifying thesimulationto accountfor this effect, asshown in Figure5.2,

demonstratesfurthertheconvergenceof resultsbetweentheemulatorandthesimulator.

Thesedifferencesarethereasonfor usinganemulator, sinceit canbring attentionto issues

that might be missedby a purely theoreticalargument. Suchpracticaldifficulties, however,

might be solved by consideringthemin the designof the network layer. Threadscheduling

difficultiescanbebypassedby timestampingpacketsbeforepassingthemto thetransportlayer,

andsimultaneoustransmissionscanbebypassedby allowing acancelconditionto bedescribed

to the network layer whentransmitting. Suchsolutionsmight not be consideredelegant,but

they wouldbepossible.

By usingthesimulator, notonly canmany moretrialsbeconsidered,but thequalitiesshown
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(b) Emulatednetwork datatransmissionspeed1 Mbps,simulatedoverlaptime250ms.

Figure 5.2: Advertisementrounddurationspread,asin Figure5.1,exceptthesimulatorallowspacketsto

bealreadyin thesendqueuewhenanotheris received.Theamountof overlaptimeallowed

is muchmorein thecaseof 1 Mbpstraffic becausethedurationallows for moredrift in the

processortimeallocatedto eachemulateddevice.

arefundamentalto thealgorithmdescribed,andarethereforeof moreinterestthanartifactsof

interactionsbetweencommunicationlayersandthehardwareplatform.

5.2 Fidelity

In this first setof examples,the emulatorwasusedto studydevicesthat werealwaysin one

of two states:presentor absent.The packet lossprobability for communicationbetweenan

“absent”device andany otherdevice is 100%. Betweentwo “present” devices,packet loss

probabilitywasheldconstantthrougheachindividualtrial. Packetlosswasconsideredindepen-

dently, meaningthatif thelossprobabilitywas10%,thenabroadcastwouldreach(onaverage)

about90%of availabledevices,ratherthanhaving a10%chanceof beinglost completely.

Thegoalof thesetrialswasto demonstratethereliability of thealgorithmascomparedwith

anon-demandsolution. It wascomparedwith thebasicdiscovery algorithmof broadcastinga
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request,thenwaiting for thedesiredserviceto reply. This latteralgorithm,beingmucheasier

to examinetheoretically, alsohelpedto validatetheemulatorresults.

5.2.1 Envir onmentand Tasks

Theenvironmentcontainedsix serversandoneclient. Eachserver offeredexactly oneservice,

andeachservicewasunique. Eachserver was“absent” for onefive minuteperiodonceper

cycle, with a cycle time uniqueto eachserver (7, 11, 13, 17, 19, or 23 minutes). The client

requestedoneserviceevery 27 seconds,therebyrequestingeachparticularserviceonceevery

162 seconds.Whenrequired(for the DEAPspacealgorithm)expiry times for serviceswere

oneminute, so no cachingof previous successfuldiscoverieswasallowed. Whenusing the

DEAPspacealgorithm,the advertisementtimer waschosen(with a flat distribution) from the

range ñ�46587 È ôûõ:9°Æ�öWÉ-õ:9L÷ where 96Â;4=<?> È Ä�ö�õ@9LðóÉ , 9 measuredin seconds,and 9Lð beingtheearliest

expiry time of the device’s own servicein the advertisementmostrecentlyreceived. Oncea

servicewasdiscovered,datawasexchanged.Synchronouscommunication(between“present”

devices)wasreliable.

5.2.2 Results

Considerfirst the basicdiscovery algorithm, which succeedsin discovering a serviceif the

broadcastis received by a device providing that service,andthe subsequentreply is alsore-

ceivedby the initial requester. For packet lossprobability A , andprobability B that theservice

is presentat all, this meansthesuccessprobabilityis B È Ä�ÆCA1É�D . Oneimprovementon thebasic

algorithmis to allow retries.If arequestis repeatedupto E times,this leadsto anew probability

of success,asshown in Equation5.1:

B È Ä'ÆFA1É D GH � Ò � È Ä�Æ È Ä�ÆFAVÉ D É � Â�B È Ä'ÆFA1É DJI Ä�Æ È Ä�Æ È Ä'ÆFA1ÉKD/É G ¸ ¶Ä'Æ È Ä�Æ È Ä'ÆFA1É D ÉMLÂ�B È Ä'Æ È Ä�Æ È Ä'ÆNAVÉ D É G ¸ ¶ É (5.1)

Thelimiting caseof this moredetailedanalysis,EDÂ}ô , is thesameasthecasefirst presented:

successprobability B È ÄwÆ=AVÉ�D . Notethatretriesactuallyimprovethesuccessprobabilityslightly

morethanthis, sincethey stretchthe transactionover a longerperiodof time, so the service

might becomeavailablebetweenthefirst andsecondattempt.This propertyof B is ignoredin

this analysis.
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Figure 5.3: Emulatedvs. theoreticalresultsfor the revisedbasicdiscovery algorithm. Error barsare

givenfor 95%confidenceinterval.

An implementationof this on-demandalgorithmwasrun on theemulator, with theresults

shown in Figure5.3.

Having demonstratedtheemulatorbehaviour to beconsistentwith thenetwork model,an

implementationthe DEAPspacealgorithmwas installed. The observed behaviour, shown in

Figure5.4, illustratesthe performanceof this algorithmagainstboth the basicalgorithmand

againsttheidealresult,thatbeinga successrateequalto theactualprobabilitythattheservice

is present.

The chartsin Figure 5.4 show not only that the DEAPspacealgorithm gives at leastas

timely a pictureasthebasicalgorithm,but alsothat it is lessaffectedby network unreliability.

Moreover, theresultfrom theDEAPspacealgorithmis notsignificantlydifferentfrom theideal

(successrateequalsactualavailability) evenfor packet-lossratesmorethan40%.

5.3 Comparing PushModels

What we have seenso far hasdemonstratedthat the DEAPspacealgorithmis betterthanon-

demandservicediscovery in at leastsomeways.Argumentsfor consideringtherelativepower

costsof on-demandandproactive discovery techniqueswill becoveredin Chapter6, but first

let’s comparedifferentproactive solutions. The goal of thesecomparisonsis to demonstrate
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Figure 5.4: Comparingthe DEAPspacealgorithmwith, on the Upper Left , theoreticalresultsfor the

basicalgorithm and, on the Upper Right, the ideal result. The Lower graphcompares

ideal,thebasicdiscovery algorithmfor zerothroughfiveretries,andtheDEAPspaceresults

overa full rangeof packet lossconditions.Errorbarsaregivenfor 95%confidenceinterval.



58 CHAPTER5. PERFORMANCEEVALUATION

why DEAPspaceis betterthansimilarpush-modelsolutionsalreadyin use.

Theargumentin favour of theDEAPspacealgorithmbeginswith theclaim that theband-

width requiredfor the DEAPspacealgorithmto sendonebroadcastwith Ù SEsis aboutthe

sameasthat requiredfor the regular algorithmto send Ù broadcastswith oneSE each. This

equivalenceis justified by the fact that thereis at leastsomeoverheadassociatedwith send-

ing a broadcastpacket, even if thatoverheadis only thepacket-headercontaininga broadcast

address,and this overheadis at leastasexpensive as the timestamprequiredfor eachSE in

DEAPspace.Theperformancecomparisonspresentedin thissectionarefor configurationsthat

offer comparableloads(in termsof total bytesper minute) to the underlyingnetwork. Be-

causethe loadcausedby regularbeaconingis directly configurable,this wasaccomplishedby

choosingparametersfor theDEAPspacealgorithm,observingtheaverage(simulated)timebe-

tweenbroadcasts,thenusingthatastheperiodfor theregularbeaconingalgorithmto whichthe

DEAPspacealgorithmis compared.

Having establishedanequalfooting for thealternatives,we cannow addresstheclaim that

the time for acquisition(discovery) of availableservicesis betterwith DEAPspacethanwith

eitherslottedor regularschemes.This improvedperformanceis achievedbecausemoreinfor-

mationis beingconveyed whenonedevice broadcastsits world view thanwheneachdevice

broadcastsits own information.Theadditionalinformationconveyedto thememberdevicesis

asnapshotof whatis known aboutthemby at leastoneothermemberof thenetwork.

Supposewetunebothalgorithms’configurationparametersto haveequalnetwork loadwith

10%(uncorrelated)packet lossprobability, andgroupsof up to six devices. Onemeasurefor

theeffectivenessof thesediscoveryalgorithmsis whathappenswhenthesixth device encoun-

tersanexisting groupof five others.For thesake of simplicity, consideronly the regularand

DEAPspaceschemes;in general,regular schemesoffer fasterdiscovery thanslottedones,so

this is a reasonablecomparison.

For the regular broadcastscheme,asfor the slotted,a period � caneasilybe established

for theexpectedtime betweenadvertisementrepetitions.In thecaseat hand,somequick math

shows that the probability of all five getting the first broadcastis
È Ä�Æ�ô ® Ä�É � Ââö0Q(
 , by the

secondbroadcast,it is
È ÄËÆ È ô ® Ä�É D É � ÂRQWö(
 , andafterthreebroadcasts,it is 99.5%.In theother

direction, the new device will learnaboutall five existing deviceswith the sameprobability

distribution, except it will usually take slightly longer for all devices to have had a turn at
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Figure 5.5: Cumulative frequency for mutualdiscovery timesusingtheregularbroadcastalgorithmover

a simulated100,000trials for onenew device joining an existing groupof five, compared

with theoreticalpredictions( S =8.16seconds).

broadcasting.Thismakesthetimefor mutualdiscoveryaboutô ® ö0Q0D6ÂUT3ö0
 lessthan� , ô ® Q3ö8D*ÂQWôV
 lessthan ÿ8� , and ô ® Q(Q3ö D ÂUQ0QV
 lessthan TW� . Comparingthesewith thesimulationresults

for regularbroadcastingin Figure5.5showsagreementsofar.

Now considerDEAPspaceunderthesameconditions,with the following notationandpa-

rameterrestrictions(to easeexamination):� Let ü representthenewly arriving device, X representthegroupof five devicesalready

in steadystate,and X � representsomeparticularmemberof X .� Therangeof ï ( ï=Y[Z]\�Æ ï^Y`_�a ) is lessthan ïbðY`_�a . (Thismeansthatadevice thatmissesa

broadcast,andthereforedoesnotresetits timer, will sendits out-of-syncbroadcastbefore

thenext new roundstarts.)� Theaveragevalueschosenfrom ï and ï ð by asingledeviceare ï and ï ð respectively.� Theaveragelowestvaluechosenfrom ï out of 5 choicesis êï .

Initially, both ü and X arebroadcastingperiodically, with independentperiods.Oncethey

have comewithin rangeof eachother, either ü or some X � will transmitfirst. Under ideal

conditionswithoutpacket loss,onewill transmit,theotherwill receivethetransmission,choose

a timeoutfrom ïbð , transmitnext, andthat transmissionwill alsobe received, resultingin all

deviceshaving anaccurateworld view. With 10%packet loss,this will succeedin about ô ® Q^bô ® Q � Â�ö0TV
 of casesandcanbeexpectedto takeabout
¶� ï¥þ ï ð time1.

1The expectedminimum for two randomvariablesuniformly distributedon [0,1] is cd , so the expectedtime
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Thisbehaviour is confirmedby thesimulationresultsshown in Figure5.6,whichcompares

theprobabilitiesof eventE = e all deviceshavean accurateworld view f asa functionof time

for the regular andthe DEAPspacealgorithm. The resultshave beenobtainedwith 100,000

simulationrunsassuming10% packet loss(independentlossprobability for eachreceiver of

eachmessage).The parametersfor the DEAPspacealgorithmwerechosenas ï ÂqñóÄ�ÿ�õ Ä�ö�÷ ,ïbð6ÂqñJî(õ/ö�÷ , NormalExpiry= 115 seconds,andMinExpiry = 15 seconds,resultingin an ob-

servedaveragetime betweenadvertisementsof 8.16seconds.Theadvertisementperiodof the

regularalgorithmwaschosenequalto thisaverageof 8.16secondsto makethecomparisonfair

in termsof network load. In thissimulation,fivedeviceswerefirst allowedto exist togetherfor

sometime,thenanew devicewasintroducedatarandomtime. Timewasmeasuredfrom when

thenew device ( ü ) wasfirst ableto communicatewith theexisting group( X ) until all devices

haddiscoveredall others(event
Ç

). TheDEAPspacealgorithmachieves
Ç

at aboutthesame

rateasthe regular algorithm. Notice the goodagreementof the simulatedDEAPspacecurve

andtheanalyticallyderivedintersectionof ordinate
¶� ï�þ ï ð ÂgQ andabscissa

��È�Ç É*Â«ô ® ö0T ,
aswell astheregularcurveat � , ÿ8� , and TW� .

To analysetheremaining47%of DEAPspacecases,notefirst somepropertiesof theenvi-

ronmentunderconsideration:� At leastonememberof X will virtually always( Ä	Æ ô ® Ä � ÂhQ(Q ® Q(Q0QV
 ) heara broadcast

from ü (assumingthatlossis independent),but all membersof X will hearany particular

broadcastfrom ü only about ô ® Q � Â¹ö0QV
 of thetime.� In general,if oneor moredevicesdoesnot receive a transmission,oneof thosedevices

will be the next to transmit,becausethey will not have resettheir timers. (Infrequent

exceptionsto this rule exist, but requireseveraldevicesto beworrying at thesametime,

sothey will notbesignificant.)� During time ï^Y[Z]\ following a transmissionby any device, all deviceswill have either

sentor receivedanothertransmission.

For solongas ü fails to receive thebroadcastsfrom X , it will continueto broadcastits own

local list with a periodof ï . Eachof thesewill triggerat leastonememberof X to choosea

until either i or j broadcastsis about cd k . This is only anapproximation,astheexpectedperiodfor j is lknm k ,

suggestingit shouldbeslightly less,but in 34%of caseswherej transmitsfirst ( oqpJr8s t�u	vwr8s x�y ), therewill bea

secondbroadcastfrom someother j{z thatmissedthefirst, bringingtheexpectedvalueup again.
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Figure 5.6: |J}�~�� (probability all devices have an accurateworld view) asa function of time for the

DEAPspaceandtheregularalgorithm.
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Figure 5.7: |J}�~ ¶ � (probabilityG hasdiscoveredA) and |J}�~ D � (probabilityA hasdiscoveredG) asa

functionof time for theDEAPspaceandtheregularalgorithm.

timeoutfrom ïbð , andsendits own list. SomeX � thatdid notreceivethebroadcastfrom ü might

broadcastearlier, but somememberof X will certainlybroadcastits list within time ïbðY[Z]\ of the

broadcastfrom ü . This impliesthattheDEAPspacealgorithmallows X to discover ü at about

thesamerateastheregularalgorithmdoes(aboutonetry perround)but allows ü to discover

all of X fasterthantheregularalgorithmdoes,becausetheroundsautomaticallyshrinkwhile

the environmentis changing.This behaviour is illustratedin Figure5.7, which comparesthe

probabilitiesof theevents
Ç ¶ Â�e8XR���������,�2�*������E0����üJf and

Ç D Â;e�ü����������,�2���8����EW����X^f asa

functionof time for theregularandtheDEAPspacealgorithm. Thesimulationparametersare

identical to thosegiven for Figure5.6. The resultsareasexpected,showing the DEAPspace

algorithmto haveslightly slowerdiscoveryof ü by X , but fasterdiscoveryof X by ü .
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(a) without connectiondetection
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Figure 5.8: Probability |���~���#�|��*�8 � �¡0¢¤£W¥¦�&¢�§©¨���£V¢{��àª�0�@�:«�¬2�8K¢	®°¯*¬2 �¡°£W¥]¢¤®±� asa functionof time

for DEAPspacealgorithmandregularalgorithmwith andwithoutconnectiondetectionfrom

physicallayer.

5.3.1 PerformanceWith ConnectionDetection

The discovery behaviour can be considerablyimproved if the underlyingphysicallayer can

provideanotificationindicatingthatadevicehas“joined” anetwork (e.g.,whenit hassynchro-

nisedwith the spreadingsequenceof a spreadspectrumsystemandthe MAC layer hasbeen

enabled).Figure5.8shows thebehaviour of thealgorithmswith andwithout notification.The

regular schemebenefitsfrom the shortertime for X to discover ü , but hasexactly the same

time for ü to discover X , becauseX doesnot respondto thenew arrival. In contrast,with the

DEAPspacealgorithm,G will recognisethearrival of A, andrespondby switchingto shorter

timeouts.

Taking advantageof connectiondetectionhelpsDEAPspacebecauseat leastone of the

groupwill receive the initial advertisement,andrespondin four to five seconds.In lessthan

fiveseconds,eachmemberof thegroup X hasusuallyhadtwo opportunitiesto learnaboutthe

new device ü , and ü hashadat leastoneopportunityto learnaboutall of X . Specifically, the

valueat time5.00secondscanbepredicted:� Thenumberof devicesexpectedto receivefirst message= 5 b 0.9= 4.5� All of thosedeviceswill chooseanew timeoutfrom range[4,5].� Onewill choosetheearliesttimeout,andsendits advertisement,that leaves3.5 thatdo

not win therace,but Ä	Æ È ô ® Q �@² � É�Â³TûÄ�
 of thetime, oneof thosedeviceswill missthe

first responsetransmission,andsendasecondone,but eachof thedevicesthatmissedthe
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initial broadcastfrom ü hasabouta
�¶ � chanceof first interruptingwith its regular trans-

mission.In fact,theprobabilityof interruptingincreasesif morethanonedevice missed

thefirst transmission,but wecanapproximateatabout
�¶ � times41%(theprobabilitythat

oneor moredevicesmissedthefirst broadcastfrom ü .) Thatgivesabouta 13%chance

that the responsetransmissionwasinterrupted,but thereis a further chancethat the in-

terruptionwasnot receivedby a sender(assumingfour receivedthefirst broadcast,there

is a 34%chancethatat leastonewill misstheinterruption– droppingtheprobabilityof

effectiveinterruptionto 8.5%.)� Therefore,after five seconds,we have an8.5%chancethatoneof thedevicesin X has

missedthefirst broadcast,andpreempteda repeatof ü informationin thereply. Of the

remaining91.5%of cases,31%will have the informationabout ü sentthreetimes,and

69%twice. In thecaseswithout interruption,therefore,we canexpecta chancearoundÈ TûÄ�
´b ô ® Q(Q � É þ È¦µ QV
´b ô ® Q(Q(Q � É©Â¶QWùV
 thatall of X will have learnedabout ü . That

givesa total probabilityaround89.5%thatall of X will have learnedabout ü in thefirst

fiveseconds.� Theotherdirection– ü learningabout X – is lesscomplicated,sinceany memberof X
cando it. Somememberwill certainlysendin thefirst five seconds,andthereis abouta

34%chancethatoneof theotherfour will missthat,anda 90%chancethata device to

missit alsoreceived thefirst broadcast,meaningthat thereis abouta 31%chanceof ü
gettingtwo chancesto hearaboutX , anda69%chancethatit gotonly one.ThatmakesaÈ�µ QV
·b ô ® QWÉ¿þ È TûÄ�
hbbô ® Q(Q3É°ÂRQ(T(
 chancethat ü will have learnedabout X in thefirst

fiveseconds.� Theseprobabilitiesarenot entirely independent,but the behaviour of ü is actuallynot

very dependenton the reasonsfor X transmitting,so multiplying the probabilitiescan

still give a meaningfulresult. Specifically, it predictsan 83% probability of all devices

having learnedaboutall othersin the first five seconds.This correspondswith the first

sharpcornerin theDEAPspacecurveof Figure5.8(at5 seconds,8,337of 100,000trials)

Clearly, DEAPspaceis ableto take goodadvantageof knowing whena new network has

beenjoined. The regular algorithmgainssomething,but is helpedonly in gettingmessages

aboutü to X faster. Becauseit is notadaptive,thereis nochangeto how quickly ü learnsof X .
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The improvementfrom 0s to 8.15sis only from onemessagebeingcertainlyat 0s, insteadof

randomlypositionedsomewherein the interval. The jump at 8.16sis thesecondtransmission

from ü . This takestheprobability from ô ® Q � b ô ® Q � Â³T3ö(
 to ô ® Q � b ô ® Q(Q � Â ö µ 
 . Another

jump happens8.16sfurtheralong,at thethird sendfrom ü .

UsingconnectiondetectionevenmakesDEAPspacecompetitivewith regularbroadcastsfor

thecaseof two devicesmeeting,ascanbeseenin Figure5.9. Becausethis exampleusesthe

sameparametersusedin Figure5.7,setto createcomparablesteady-stateload for six devices

with 10% packet loss,the DEAP spaceconfigurationin Figure5.9 hasa lower network load

undernormaloperationthantheregularscheme.

In thecaseof two devices,if thefirst two messagesafterthey comeinto rangearenot lost,

theDEAPspacealgorithmwill haveaccomplishedmutualdiscoveryby time ï ð�	� Ö , andregular

beaconingwill have doneso by time � . This is the most clear exampleof how the ability

to recogniseand respondto changehelpsthe DEAPspacealgorithm to achieve fast mutual

discovery.

Whatall thesecomparisonshave shown is that theDEAPspacealgorithm,whencombined

with connectiondetection,performsaswell asor betterthancomparablyconfiguredregular

broadcast.

5.4 SimultaneousStart

While the DEAPspacealgorithm was designedwith specificattentiongiven to the scenario

of a singletransientdevice discoveringan existing group,this doesnot describeevery useful

scenario.For example,considera meetingroom in which several users,who do not usually

leave their radio modulesactive, decideto sharemeetingnotes. If all Ù devicesareswitched

on at aboutthe sametime, DEAPspacewill initially have all devicessendinglists with one

element. This will make the optimal DEAPspacediscovery time about Ù times the average

timeoutchosenfrom the shorterrange,while the optimal regular discovery time will remain

aboutthe sameasthe normalbroadcastperiod. Figure5.10shows the time for all devicesto

havediscoveredall others,usingthesametimeoutvaluesasin Figure5.7overarangeof packet

lossprobabilities.

As canbeseenfrom Figure5.10,theregularalgorithmis alwaysbetterfor low packet loss
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Figure 5.9: ¸ joins ¹ with connectiondetection,where ¹ is a singledevice. Timer valuesand loss
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Figure 5.10: Time requiredfor mutualdiscovery whenall devicesarestartedsimultaneouslyfor 3, 4,

and5 devices.Barsshow onestandarddeviation.
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Figure 5.11: Time for two groupsto discover eachother, for groupsof 1, 2, and3 devices. Barsshow

onestandarddeviation.

ratesand for small numbersof devices. Somebenefitcomesfrom the DEAPspaceadaptive

naturefor largerquantitiesof devicesin lossyenvironments,but theconstanttimeoutresetting

in DEAPspaceis a liability for thesimultaneousstartscenario.

5.5 Two GroupsMeet

Another potentially interestingsituationis having two previously-existing groupsof devices

merge. This merging scenariolendsitself betterto the DEAPspaceability to discover lists,

ratherthanindividual devices. For small groups(e.g.,two groupsof one),theshorterperiods

of the regular scheme,and the fact that it doesnot resettimeoutsbasedon receiptof other

transmissionsmakesit fasterthanDEAPspace.However, astheresultspresentedin Figure5.11

show, the advantagesof DEAPspaceovermatchthoseof the regular schemefor even small

packet losswith groupsassmallastwo devices.Thediscovery time for DEAPspaceis almost

independentof group size (actually improving slightly for larger groups),while the regular

schemesuffersasgroupsizeincreases.

5.6 UsingDEAPspacefor RouteDiscovery

As hasalreadybeenmentioned,routediscovery canbe seenasa specialcaseof servicedis-

covery. Eachnodeoffers a large numberof services(reachabilityof eachothernodein the

network). Also, mostserviceswill beofferedby morethanoneneighbourof eachnode,differ-

entiatedby theanticipatedqualityof theroutethrougheachof thoseneighbours.
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A strengthof DEAPspaceis to allow nodesto discover servicesofferedby nearbynodes,

evenwhencommunicationto thatnodeis temporarilyinterrupted.If acolourprinteris available

nearby, and a colour documentmust be printed, then it will frequentlybe the casethat no

alternativeserviceofferingwill suffice. In this case,it is usefulfor thepotentialclient to know

abouttheservice,evenif communicationis temporarilyinterrupted.In routing,if thefirst hop

is not connected,thenadifferentroutewill almostalwaysbemoresuitable.

In short,DEAPspaceoffers fastdiscovery of new serversat the costof slower discovery

of expiredones,but routing is a subsetof servicediscovery challengesfor which this tradeoff

is not good. Discardingbadroutesquickly is just asimportantasdiscoveringnew goodones.

Becauseof this,DEAPspaceis not themostappropriatechoicefor typical routediscovery.

5.6.1 GeographicRouting

A possibleexceptionto DEAPspaceusefulnessfor routing lies in geographicroutingschemes

[vHH01, LJÇ 00,BCSW98]. Geographicroutingusesthefact that,with wirelessad-hocnet-

works,geographicalproximity oftenimpliestopologicalproximity, andusesknowledgeof the

physicallayout of the network to find likely routes. Onevery significantchallengein these

problemsis allowing the nodesto learnthe physicallayout of the network asit evolvesover

time. In thethreeexamplescitedhere,beaconsareusedto allow nodesto build apictureof the

total network.

It is likely that a good solution could be basedon the list sharingideasof DEAPspace

to assistgeographicalrouting solutions. The changeis that, unlike in other ad-hocrouting

approaches,outdatedinformation abouta nodeis betterthan none,becausean approximate

locationstill assistswith routing. This applicationis outsidethe scopeof theproblemsbeing

addressedin DEAPspace,but holdspromisefor futurework.

5.7 Chapter Summary

This chapterhasshown that the time requiredfrom whena device entersa new environment

until it hasdiscoveredthe servicesavailable thereinis betterwith the DEAPspacealgorithm

thanwith the non-adaptive alternative of regular beaconing.Furthermore,the new algorithm

is particularlywell suitedto work with underlyingprotocolsthat usedistinct, one-sidedjoin
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events,liketheinitial synchronizationwith aCDMA signalin apeer-to-peernetwork. Thiswas

shown bothby comparingtheoreticalandsimulatedvaluesfor thedifferentalgorithms,andalso

by demonstratingthebehaviour of anactualimplementation.
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at significantcost to networkbandwidthor power. Chap-

ter 5 demonstratedthe DEAPspacealgorithm to be viable

in termsof networkload. Thischapterwill evaluateits via-

bility in termsof actualpowerconsumption.

Solutionsbasedon thePush-modelcertainlyusemorenetwork bandwidththanpull, except

in very high load environments.Quantificationof this statementis a goal of this chapter. As

we aretargetingvery shortrangeenvironments,onehundreddistinctservicesin a singleLAN

is a generousupperboundfor the nearfuture, and the hierarchicalobject identifiersin our

currentimplementationallow almostany serviceto be describedin lessthana hundredbytes

[HHM
¸

00]. Actualdataratesarestronglydependentontheprotocolbeingused,but 50KBpsis

areasonablyconservativeestimatefor therealdatatransmissionratein ashortrangenetworkso,

if wewanttoadvertiseall availableservicesaboutonceeverytenseconds,thesenumbersshow a

worst-caseusageof about2%of theavailablebandwidth.Evenallowing for framingdifficulties

(packetheadersizes,mediacontention,etc.),this is well within tolerablebackgroundlevelsfor

mostapplications.Beaconingthismuchdatawill generatea largenumberof broadcastpackets

which, in someprotocols,would bea problem.However, sinceDEAPspacewould replacethe

hundredbroadcastseverytensecondswith asinglelargebroadcasteverytenseconds,broadcast

frequency restrictionswill not presentany problem.

69
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Thereis no doubtthathowever little traffic is causedby a pushsolution,thepull solution

will requireless,but it is not really thesaving in network bandwidththatconcernsmostpeople;

it is the perceived saving in power. This expectedsaving comesfrom the knowledgethat, in

traditional radio communication,transmissionis expensive. That is no longer true for short

rangenetworks, wherebeing active is expensive; what a device actually doeswhile active,

whetherit transmitsor just listensfor connectionrequests,is lessrelevantthanthefactthatit is

activeatall. Thatis to saythatif devicesmustbetakenoutof theiridle modeto listenfor service

requests,themarginalcostfor transmittinginsteadof just listeningis proportionallyverysmall.

In practice,a pull modelserver canuseidle time by listeningfor requestsonly periodically, as

with theBluetoothinquiry scan,but this fix requiresclient requeststo berepeatedmany times,

andbadlyincreasesresponsetime. As will beshown in Section6.2,DEAPspaceis ableto put

serversin idle modewith very little effect to the discovery performance.In short,compared

with a pull-modelsolution,DEAPspaceoffers a responsive environmentat the solecostof a

smallamountof backgroundtraffic.

6.1 Stateof the Art

To supporttheseclaims,Bluetoothdevelopmentoffers insight into thestate-of-the-art,asit is

still comingonto the market now. For bandwidth,DM5 packetscontain224 databytesand

take3125 » secto transmit,with 625 » secbetweenconsecutivepackets,giving about60KBps.

DM1 packets,thelowestdatarate,give17databytesin 625 » sec,with 625 » secgapsbetween

transmissions,leadingto a real datarateof 14 KBps. Thesenumbers,however, areonly the

valuesseenby upperlayers;thecontribution to network congestionshouldnot includethetime

spentwaiting for othertransmitters.If only on-air time is considered,thesebecome72 KBps

and27 KBps respectively. If forwarderrorcorrection (FEC) is not used(i.e., DH packetsare

usedinsteadof DM) theseratesbecome108KBps and43 KBps, but servicediscovery would

normallyuseFEC.Bluetoothwasdesignedto work on very low power, inexpensive chips,so

theseratesrepresentthelowerendof thestateof theartdatarates.Giventhesevalues50KBps

is not anunreasonableratefor our examplehardware.

For powerconsumption,consideragainBluetooth.It wasdesignedfor thetypesof devices

andnetworking rangesthat DEAPspacetargets,so it shouldgive an indicationof reasonable

values.Onechip on themarket is theSilicon WaveSiW1502IC, designedto enableBluetooth



6.2. USINGIDLE MODE 71

products[Sil00]. Preliminarymeasurementsof this chip show currentdraw of 57 mA when

transmitting,60 mA whenreceiving, and20 » A whenin standby(idle) mode. This is a clear

exampleof a casein which a server constantlylisteningfor requestswill usemorepower than

onealternatively beaconing,listeningfor a response,andsleeping.More specifically, it tellsus

thatidle time is thesinglemostrelevantissueto powerconsumptionin thetransceiverchip.

6.2 Using Idle Mode

Becausesharingworld views hasthe effect of greatlyreducingthe total broadcastfrequency,

comparedwith having all the devicesadvertisetheir own services,by replacing ¼ broadcasts

of one SE eachwith one broadcastof ¼ SEs, the proposedschemeresultsin much longer

pausesbetweenbroadcasts.During thesepauses,somepower-sensitive devicesmay wish to

usewhatever idle modeis availablefrom theirhardwareplatform. It is importantthatwhatever

solutionis implementedshouldnot interferesignificantlywith the normalbehaviour of other

devices.

Thespecifictechniqueproposedhere,asdetailedin Figure6.1,involvesperiodicidleswith

durationequalto the minimum broadcastdelay ( ½F¾¿	ÀÂÁ : in this case4 seconds).Theseidle

timeswill be initiated every time a broadcastis received in which the modifieddevice’s own

servicesareall not nearexpiry, or whena broadcastis transmitted.Using longer idle times

could causedevices to miss the last-minuterenewals sentto prevent imminentexpiries, and

usingshorteridle timeswouldonly allow broadcaststo bereceivedfrom devicesthatmissedthe

previous transmission.For this discussion,devicesthat implementthemodificationpresented

in Figure6.1will bereferredto as“weak,” in referenceto theirpoweravailability.

Implementingthis simplemodificationon onedevice in a groupof six allows that device

to be hibernatingmore than a quarterof the time when packet loss is lessthan one in two,

while the total network load is not significantlydifferent1 from the loadcausedby six normal

devices,ascanbeseenin Figure6.2. Whenpacket lossgetsworse,causingdevicesto expire

morefrequently, individual deviceswill moreoftenbechoosingtheir transmissiontimesfrom½F¾ , meaningthat hibernationbecomeslessfrequent,so whatever packetsdo arrive correctly

aremore likely to arrive while the receiver is active. With our testparametersasbefore,all

1With thesamesampleconfigurationparametersusedin Chapter5, Ã�ÄÆÅÈÇ@É�Ê�Ç¤Ë¤Ì�Ê�ÃJÍ2ÄÆÅ Î8ÊÏË¤Ì .



72 CHAPTER6. POWERSAVING

1 advertise(LOCAL) Ð
2 time tout Ñ getTimeout(½ )

3 loop(forever) Ð
4 REMOTE Ñ read(tout)

5 if(timed out) Ð
6 foreachs Ò LOCAL

7 if(s Ò MINE)

8 s.expiry Ñ NormalExpiry

9 broadcast(LOCAL)

10 tout Ñ getTimeout(½ )

11 Ó else Ð
12 Interval I Ñ update(LOCAL,REMOTE)

13 tout Ñ getTimeout(I)

14 Ó
15 if(tout ÔÕ½F¾¿�ÖK× ) Ð
16 tout ØÚÙ�½ ¾¿ À�Á
17 hibernate(½ ¾¿	À�Á )
18 Ó
19 Ó
20 Ó

Figure 6.1: Allowing weakdevicesto hibernateduringservicediscovery
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Figure 6.2: Behaviour of agroupof six devices,in whichonethroughfiveof themusetheweakdevice

modificationdescribedin Figure6.1,having Ü·Ý�Þ�ß�à0á�ß�â*ã and Ü ¾ Ý�Þ äVá�â*ã
devicesareexpiring in the lists keptby thenormaldevicesslightly lessoften thanthey would

if all six werenormal,althoughthe list keptby theweakdevice tendsto beslightly worse. In

general,andespeciallyat low packet lossrates,thismodificationdoesnotaffectthetotalsystem

performance.

A possibledrawbackto this techniquemight
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Figure 6.3: Time to mutual discovery when a

new device entersanexisting group

of fivedevices

havebeendegradedtimelinessof discovery. For-

tunately, with reasonablysizedgroupslike the

six-membergroupsusedabove,thereis very lit-

tle effecton timeliness.For anormaldeviceen-

teringagroupthatcontainsaweakdevice,some

extradelayfor mutualdiscoveryresultsfrom the

weakdevicesometimesbeingidle whenthenew

device arrives,but the normaldevicesdiscover

eachotherasfastasever, becausethefirst mes-

sageeither way causessomedevice to entera

panicstate,thesameasusual. If thenew device is theweakone,thenthesituationis slightly

worse,but thetotal effect is still verysmall(Figure6.3).

Thissourceof thisdifferenceis thecasesin which theexistinggroupis thefirst to transmit,

andtheweakdevice is idle at thetime. If adevice initiatesanidle periodeverybroadcastcycle,

thenthe fraction of time spentidle by that device will be about æ]ç�è+éJêKæ¦ëìé�í ½ ÙïîªíMð2ñ ®Âò .
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Thegroupwill transmitfirst abouthalf thetime, soonewould expectthis scenarioto actually

occurabout óôöõó�÷@ø ù Ù´ð ò(ú of the time, andcausediscovery to bedelayeduntil thenew device

transmits,aboutanother11.5seconds(assumingit wasabouthalf way througha four second

delayat thebeginningof a 13.5secondcycle.) Thevariouspanicstatesof theexisting group

make thedifferenceslightly less(for low packet lossrates)thanthe û ® ð òýü ð(ð ®�ò Ùgð ®Èþ seconds

thatthis would suggestbut, in general,mutualdiscoveryof thenew device is containedby this

limit. Furthermore,if a signalis sentto thedetectionalgorithmwhentheunderlyingnetwork

establishesa connection,then the incoming device will always be first to transmit [Nid00],

meaningthatthis problemwill neveroccurat all.

The greatestdangerwith this techniqueis
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Figure 6.4: Comparingthe time to mutual dis-

covery for two weakdevicesversus

two normaldevices.

thecaseof two devicesmeeting,wherebothare

weak. As with the larger group, if connection

establishmentis beingsignalledto upperlayers,

therewill benodrawback;but considerthecase

whereit is not being signalled. Becauseboth

deviceswerepreviouslyalone,they will bothbe

sendingSAMs aboutonceevery 13.5 seconds,

and hibernatingfor 4 secondsfollowing each

broadcast. In the worst case,one device (call

it ÿ ) hasjust startedhibernatingwhencommu-

nication becomespossible,and the other ( � ) sendsduring this period. One of the devices,

probably ÿ , will bethenext to send.Because� wasin hibernation,theearliest� couldtransmit

is ½ ¿ À�Á Ø�� æ���é��W¼�ÿ�êKæ��8¼ êKæ¦ëìé later so, recallingthat � æ���é��W¼�ÿ�êKæ��8¼ÆêKæ]ëìé is ½F¾¿	À�Á , if ½ and ½F¾
havebeenchosensuchthat ½ ¿	ÀÂÁ Ø ½N¾¿ À�Á�� ½F¾¿	À�Á , (i.e., ½ ¿ À�Á ��	 ½F¾¿	ÀÂÁ ) thenthis broadcastis

certainto beduringanawakeperiodfor � . If thismessageis lost,then ÿ will behibernatingdur-

ing thenext broadcastfrom � . In otherwords,slightly lessthana third of thetime, thechance

of losing the first two packetsis the sameasthe chanceof losing the first one. For example,

whenthe packet loss is 20%, the chanceof oneof the first two messagesgetting throughisð{Ø�
�û ® 	 ô� Ù�� þ(ú for two normaldevices,but ð{Ø�
�ó÷ û ® 	�� ô ÷ û ® 	 ô� Ù�� ð ú for two weakdevices.

As canbeseenin Figure6.4,thiscanmeanadifferenceof two or threesecondswhenthepacket

lossis high, but alsomeansthelonedeviceswereachieving this ratewhile hibernatinga third
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of thetime. In many applications,this tradeoff is worth while.

6.3 ReducingBroadcastFrequency

While themostcommonimplementationsof theidealDEAPspacetargetenvironmentdoshare

the propertyof needingidle time as the overwhelminglymost importantcomponentof their

servicediscovery protocol,otherpossibilitiesstill exist. Becausethe exact platform wasnot,

and is not, a certainty, otherpossiblemodificationsshouldalsobe considered.In particular,

whatpropertieswould emergeif theadjustableparametersin thediscoveryalgorithmwereset

asymmetrically?

Obviously, configuringthedevicesdifferentlymeansthat theobservablebehaviour canbe

expectedto fall into groups,with similarly configureddevicesgroupingtogether. As broadcast

frequency is themostobviousobservableproperty, perhapsit canbe predictablymanipulated

to shift thebroadcastload in a givendirection. It is possiblethatanapplicationwould require

fewer devices,andlongerrange.Sucha systemmight keepthe abstractmodelfor which the

DEAPspacealgorithmis designed,but usetransceiverswith significantlymorecurrentdraw

whentransmittingthanwhenreceiving. (For purposesof this discussion,deviceswith good

poweravailability will ve referredto as“rich,” in referenceto theirpower-rich status.)If thatis

thecase,thenasymmetricparameterassignmentcanbeusedto reducethepower requirements

for somesmalldevices.

The simplestway to achieve this shift is by arrangingto have rich devicesusuallychoose

broadcasttimessmallerthanthe timesusuallychosenby otherdevices. In this example,the

shift is achievedby leaving thedistribution unchanged(uniform), but loweringtherangefrom

which timeoutsareselected.An alternativewould beto usethesamerangefor all devices,but

skew theprobabilitydensityfunctionusedby rich devicestowardsthelowerendof thatrange.

Figure6.5showsthatwhile thisschemewill slightly increasetheoverallnetwork loadin the

vicinity of oneof theserich devices,it will reducenumberof broadcastssentby normaldevices

in that samearea. In this example,thebroadcasttimesfor normaldevicesaretaken from the

range½ Ù�� ð 	�� ð ò�� seconds,andfor rich devicesfrom � Ù�� ð�û � ð2ñ � seconds.Theexpiry times

are60 seconds,andadevicewill choosefrom ½ ¾ Ù���î � ò�� secondsif it seesaSAM showing its

own serviceswithin 20secondsof expiry. By allowing ½ and � to overlap,thenormaldevices
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Figure 6.5: In thepresenceof zero,one,or two rich devices,thetotal numberof broadcastsperminute

for thelocal network, andtheaverageperdevice for rich andnormaldevices

will still make somenormal(non-panic)broadcasts.In this way, the numberof shortrounds

causedby panicwill bekeptdown, but therich deviceswill still assumemoreof thebroadcast

load.

As shown in Figure6.6, this schemeslightly increasesthe total numberof broadcastsper

minute,but it reducesthenumberof broadcastssentfrom thenormaldevices.Moreover, it does

notaffect thefrequency with whichdevicesareexpiredin thelists of others.

Unsurprisingly, thesmallerthedifferencebetweentherich andnormaldevices,thesmaller

the effect that the rich device will have on the system.Figure6.7 shows what happenswhen

theoverlapis increasedby changingthenormalrangefor rich devicesfrom [10,13] to [11,14],

the total numberof broadcastsis reduced,andthe numberof broadcastsmadeby the normal

devicesis increased.

What we learnfrom this is that a disproportionatefraction of the broadcastresponsibility

canbeshiftedto devicesof ourchoosingby assigningtiming parametersasymmetrically. While

notasgenerallyapplicableastheuseof idle timesdescribedearlier, theability for well-powered

devicesto independentlyassumeresponsibilityfor a disproportionatefractionof thebroadcast

load is an interestingproperty, andis helpful in situationswherebroadcasttransmissionsare

significantlymoreexpensive thanreceptions.
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Figure 6.6: In thepresenceof zero,one,or two rich devices,the fractionof the time spentexpiredby

an averagenormaldevice, andthe averagenumberof broadcastsper minutefor a normal

device

6.4 Further Modifications

Any numberof specialmodificationscanbe envisionedfor particularenvironments,and the

morefocusedtheoptimization,themoremeaninglessit is to demarktheadvantagesin a gen-

eral way. For example,considerthe casewherean environmentis expectedto containmany

interchangeableservicesthatareprovidedby verymobiledevices.

In a highly dynamicenvironment,containingmany similar services,unexpired SEsthat

describeservicesofferedby absentdevicesmaybea problemif they arechosenin preference

to a valid alternative that is still present. The fix for this is for devices in competitionwith

eachother(i.e., thosethatoffer similar services),to advertisemoreaggressively. By doingthis,

eachcompetingdevice makesit morelikely that its SEswill have laterexpiry times,andwill

thereforebechosenin preferenceto their competitors.

Supposea third timeout rangeis usedby devices that seeservicessimilar to their own

offeringsadvertisedwith a significantlylaterexpiry time thantheir own. If they picked from

a middle range(e.g.,[4,5] panic,[7,8] eager, [10,14] normal)thenmissingdeviceswould be

preemptedfaster.

Using this techniquemeansthat if a device leaves, but a reasonablesubstituteremains,

thatalternatedevice will quickly renew itself to have a later expiry time. Normal clientswill

thereforechoosethe SEsof the remainingdevice asthe moredesirableoffering, resultingin
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Figure 6.7: Numberof broadcastsperminutefor thewholesetof six devices,andtheaveragenumber

of broadcastsperminutefor a normaldevice for variousrangesof timeoutsfor rich devices

fewer failedconnectionattemptsto absentdeviceswhena valid alternativewasavailable.This

fixestheproblemscenariopresentedin Figure3.2.

Of course,this will alsoincreasethe local network loadwhenever two similar devicesare

in thesamezonewhile beingof potentiallyno help if bothdevicesarestatic,aswith a printer

roomcontainingseveralprinters.However, if it is combinedwith idle timesaftereverynormal

or eagerbroadcast,similar to the techniquefrom Section6.2, the shortertypical roundsmay

evenhaveahelpfuleffecton actualpowerconsumption.

6.5 Scaling

Sofar, we have seenhow thenew algorithmbehavesfor smallgroupsof deviceswithout any

concreteexamplesof scalingup to largernumbersof devices.This sectionwill briefly look at

whatcanremainthesame,with referenceto theearlierexamples,andwhatshouldbechanged

whenlargegroupsareexpected.½ and ½F¾ reflectthe timelinessof discovery, andarethereforelargely independentof the

numberof devicesexpected,so let’s leave themat ½ Ù�� ð 	�� ð ò�� and ½ ¾ Ù � î � ò�� , asusedin

theearlierexamples.Thatbeingthecase,theexpiry time of 115secondsbecomesunrealistic

since,even if all roundswereasa result of somedevice worrying, roundshave a minimum

durationof 4 seconds,anddevicesmusthave at leastoneopportunityto broadcastbeforethey

expire. This returnsusto theearlierdichotomyof choosinganexpiry timebasedonthenumber
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of transmissionrounds,whenthe choiceof time will affect thedurationof the rounds.Since

Equation4.7 predictsthat even if devicesworry only after 150 missedrounds,andassuming

no packet losses,a givendevice will still worry aboutonceevery 267rounds,meaningwe can

expectaboutonein threeroundsto betheresultof somedeviceworrying. Thatbeingthecase,

150 roundswill be about1500seconds(25 minutes).Clearly, this meansthat absentdevices

will not benoticedfor a long time,althoughnew deviceswill still bepromptlydiscovered.As

explainedin Section6.4, the impactof this tradeoff on applicationperformanceis reasonable

whenresponsivenessis required.

In suchlargegroups,it maybeworthwhileto sendarequestto thetop two or threechoices,

ratherthanpolling thepossibleserversoneat a time. This approachmaybegin to remindyou

of clientbeaconing,but hasseveralimportantdifferences:

1. Connectionsarepoint to point, anddo not usepotentiallyvaluableor scarcebroadcast

packets.

2. If SEscontaintiming information,the requestcanbecertainto correspondto anawake

periodfor aserverthatis usuallyidle,makingit possiblefor serversto savepowerwithout

forcingclientsto repeatconnectionattemptsfor anextendedperiod.

3. If no suitableserver is available,theclient knows immediatelythat this is thecase.If it

wishesto wait for oneto arrive, it will discover its arrival promptlywithout theneedfor

constantlyrepeatinga request.

Backto themainpoint: configurationparameters.We areusing ½ Ù�� ð 	�� ð ò�� , ½ ¾ Ù!��î � ò�� ,��Ùgð ò û(û (seconds). Weexpectdevicesto beworrying fairly regularly, and � is fairly longany-

way, solet’s give anextra 25 secondsto expiry, makingtheserviceexpiry time 1525seconds.

Thisallowsadevice to worry for at leasttwo roundsbeforeits servicesactuallyexpire,making

successfulrenewal morelikely.

With a large numberof devices,almostevery transmissionwill not be received by some

device. For example,with 100devices,and1% loss,mosttransmissionsresultingfrom a nor-

mal roundwill befollowedalmostimmediatelyby a transmissionfrom adevice thatalsochose

a normal timeout,but didn’t receive the first try. Similarly, many 4-5 secondroundswill be

followed by a 7-11 secondroundthat startedoff asa 12-15secondround,andlost the inter-

ruption4-5 secondsin. (i.e., from thepoint of view of thetransmittingdevice, theroundlasted
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Figure6.8: Timebetweenbroadcastsobservedwith 100simulateddevicesover 100,000rounds.

12-15seconds,but thereceiving devicealsoreceivedapacketafter4-5seconds,resultingin its

observationof a secondroundhaving lengthbetween7 (12-5)and11 (15-4)seconds.)These

behaviourscanreadilybeseenin Figure6.8,particularlyin part6.8(b).Notetheranges:

0-3: Secondor third transmissionsfrom devicesthatpickedfrom thesamerangeasthewin-

ningdevice,but did not receiveits broadcast,andthereforedid notcanceltheirscheduled

advertisement.

4-5: Normal transmissionschosenfrom ½F¾ . Note theslight rampup to 4; considerthis sce-

nario:

1. X broadcasts

2. Y receives the broadcastand, seeingthat it is nearingexpiry, schedulesits next

broadcastfrom therange[4,5].

3. Z is oneof the devicesthat did not receive the X broadcast,andhadscheduleda

broadcastfrom thesamerangeasX, sogoesaheadandsendsits own.

4. Y doesnot receive thebroadcastfrom Z, andgoesaheadandsendsits broadcast4

to 5 secondsfrom receiving the onefrom X, which turnsout to be 3 to 4 seconds

from thebroadcastfrom Z, resultingin a3 to 4 secondround.
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7-11: Transmissionsscheduledfrom ½ , interruptedby a broadcasttimed from ½N¾ , but the

interruptwaslost. The upperendof this rangeis obscuredby transmissionsscheduled

from ½ , interruptedin thefirst secondor two, but theinterruptionwasnot received.

12: With so many devices competing,if no interruptioncomesfor so long that a normal

transmissionchosenfrom ½ canbesentproperly, thewinnermusthavechosenfrom very

nearthelowerendof therange,hencethedenseconcentrationin thefirst few milliseconds

following the12 secondmark.

The lesslikely combinationsof events(e.g.,the3 to 4 secondrangedescribedabove) be-

comemorecommonasthelossrategoesup, leadingto thesmoothdistributionof timesseenin

the20%losscurveof Figure6.8.

A point thathasbeenmadeearlier, but highlightedhere,is thenecessitythatdevicesknow

approximatelyhow many otherdevices they expect to have asneighbours.It is presumably

reasonslike this thatled to thedesignof HIPERLAN thatrequiresnew devicesto receivecon-

figurationparameters,includingbeaconfrequency, whenthey join a new group. It is possible

that includingparametervaluesuggestions(especiallyfor adjustingexpiry time) in eachSAM

would assistdevices in beingmoreuseful, but the exact form of sucha modificationwould

dependagreatdealon theactualembodimentfor which it wasdestined.

6.6 Chapter Summary

Prior to this chapter, thenew servicediscovery algorithmwasstudiedover a genericnetwork

interface.With theexceptionof Section5.3.1,in which feedbackaboutjoining a new network

group was usedto improve discovery time, analysishasheretoforebeenlimited to varying

packet loss rates. Theserateswereassumedto be part of the environment,and beyond the

control(or knowledge)of thediscoveryalgorithm.In thischapter, we lookedatsomeimprove-

mentsthat are enabledby providing the servicediscovery implementationwith information

abouttheunderlyingnetwork behaviour.

Initially, andmosteffectively, apowersaving improvementwaspresentedfor usingnetwork

device idle modesto give well over 40% power saving, with almostno cost to performance.

Somelesshardware-dependentsolutionsusedknowledgeaboutthegeneralpowerusageof the

underlyinghardwareasa cueto asymmetricassignmentof configurationparameters,offering
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power saving to thosedeviceswith the greatestneed. Finally, knowledgeof increasedgroup

sizewasusedto considergeneralparametervalues.

This is thefinal chapteraddressingdiscoveryperformance.Chapter7, thefinal oneremain-

ing beforethe conclusionsaredrawn, will give an overview of the actualservicedescription

languageusedto form theSEencodings,andto acceptqueries.
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Performance

a descriptionlanguage for the servicesbeing discovered.

Thus,for completeness,this chapterwill explain thesystem

bywhich DEAPspacecreatesandinterpretsservicedescrip-

tions. Themajority of this chapterexpandson the service

descriptionsectionof [HHM
¸
01].

Becausethe DEAPspacedesigninvolvesvery frequentretransmissionof servicedescrip-

tions,compactnessis very desirable,andto allow for flexibility andgrowth, generalityis also

important. To achieve compactness,we could not usea completelygeneraldescriptionlan-

guagelike XML [BPSMM00], but usedinsteada combinationof standardizeddefinitionsand

user-definedtypesinspiredby MIME (MultipurposeInternetMail Extensions)[FB96].

Thedescriptionformatis not themainpointof this thesis,soit will notbeanalysedin great

detail,but is presentedherewith someexplanationandbrief examples.First, thetheorybehind

thedatastructuresusedinternallyis reviewed,thentheactualencodingis given.

7.1 Data Structur e

Two importantlessonsfrom MIME contributedto thedevelopmentof thedatastructureused

in DEAPspace.The first lies in the fact that dataformat is the bestdefineddescriptionof

the function of an application. The secondlesson,alsoto be seenin SLP andother internet

83
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ServiceDescription ::= Name

ServiceAttributes

InputFormat

OutputFormat

NameValuePairs

Name ::= � stringÔ
ServiceAttributes ::= DeviceAddress

SecurityAttributes

Owner

Fee

InputFormat ::= FormatType

OutputFormat ::= FormatType

NameValuePairs ::= ( � stringÔ � stringÔ )*

Figure7.1: Contentsof aservicedescription

protocols,is thecompromisebetweenwell-defineddatatypesanduserextensions.

For a servicedescriptionto beuseful,it mustalsoincludemorethanjust what theservice

is capableof doing. For example,the addressof the device offering the serviceis necessary.

It is alsouseful to allow for owner identification,andothermiscellaneousdetailsthat do not

directly relateto inputandoutputformats.Keepingthis in mind, thefinal designis asshown in

Figure7.1.

In thesecomponents,Name is simply a user-understandablenamethatcanbeusedto refer

to theservice.Thisnameis notnecessarilyuniqueto aparticulardevice,andshoulddescribeit

concisely.

ServiceAttributes uniquelydefinesaservice,allowingany deviceto discoverwhether

it is permittedto accessthedescribedservice,andhow to do so. DeviceAddress is simply

the informationnecessaryto establisha connectionwith theservicebeingdescribed.Secu-

rityAttributes includesinformationaboutwhich otherdevicesarepermittedto usethe

service,andhow to authenticatethem. The Owner field identifiesthe currentowner of the

device,andwouldmostcommonlybeusedto preventsuchsituationsasconnectingthemobile

telephoneconversationof oneuserto a headsetbeingusedby a differentuser. Fee identifies
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thecost,if any, associatedwith usingtheservice.

NameValuePairs simplyallow user-configurableextensionsto thedescriptionlanguage.

They arenot currentlyused,but allow for future additions,suchasGPS(Global Positioning

System)location.

InputFormat andOutputFormat arebothof typeFormatType. This is a flexible,

qualitative descriptionof therole of a service,andallows otherdevicesto determineautomat-

ically whetherit is possiblefor a givenserviceto fill their requirements.Theappropriateness

of a given choicemay dependon other factors,but if the input and/oroutput formatsmatch

thespecifiedrequirements,thentheservicecanbeused.A null valuefor eitherof thesefields

indicatesa dataendpoint:null InputFormat indicatesa datasource(e.g.,a microphoneor

videocamera),andnull OutputFormat indicatesa sink (e.g.,a printeror bulk storageunit).

Theactualconstructionof thesedatastructuresis thesubjectof thenext section.

7.1.1 Format Types

By describingall servicesasa combinationof input formatsandoutputformats,compatibility

with new devicescaneasilybediscovered.For example,theGSM telephonethat receivesan

SMS messagemight look for an externaldisplay device asan alternateoutput. Sucha ser-

vicecouldbeofferedto saveauserfrom retrieving thehandsetfrom anotherwiseinconvenient

location, perhapsusing a pop-upwindow on that user’s workstationdisplay. A later devel-

oper, independentof theoriginal handsetvendor, might developa text-to-speachdevice for the

car that is backwardly compatiblewith the original handset,but alsoacceptspeciallanguage

markupswhenavailable. In this scenario,a new handsetshouldknow thedifferencebetween

thetwo devices,but theold handsetshouldstill beableto make useof thebasicinterface.For

this reason,we have introduceda hierarchyto the servicedescriptions.For this example,we

mightusethefollowing taxonomy:# WorkstationPop-UpInputFormat:text/ascii# Text-to-SpeechInputFormat:text/ascii/pronunciation-markups

Becausethetext-to-speechdevice extendsthebasictext/ascii format, it is indicatingthe

ability to acceptany datathatwould have beenappropriatefor theworkstationpop-up,while

alsoacceptingtheextendedformatthatincludesmarkups.
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FormatType ::= FormatComponent*

FormatComponent ::= OIDcomponent

Parameter*

FormatComponent*

OIDcomponent ::= � byte1-254Ô$ � 255Ô � stringÔ
Figure 7.2: Contentsof FormatType

In additionto format classes,like thoselisted above, parameterscanalsobe usedat any

level in thehierarchy. A displaythatacceptsimagedata,for example,mayindicateamaximum

resolutionandnumberof colours.Theseparameterswouldnotaffect thesetof formatsthatcan

be readby that display, andwould apply equallyto all. Otherexamplesof parameterswould

includeversionandrevisionnumbersfor standardformatslikePostScript.

Eachparticularformat type is identifiedby a uniqueobjectidentifier (OID), composedof

uniquevaluesfor eachlevel in thedefininghierarchy. For well-known extensions,this is aone-

bytevalue;for non-standardextensions,it is a string. Thetotal overview of format typesis as

shown in Figure7.2.

Eachcomponentof theformattypehasoptionalconfigurationparameters,andzeroor more

derivedcomponents.By usingthis treestructure,a servicethatcanacceptmultiple extensions

of a format typeneednot duplicatethe commonparameters.For example,a displaythat can

show bothJPEGandGIF encodedimagesincludesthedisplayparametersonly once,thenthe

parametersfor theJPEGandGIF componentsseparately.

Parameter is any user-definedvalue. Becausethe format for thesevaluesmay not be

known to all devices receiving the description,it mustbe possibleto skip over the encoded

parametersif thecomponenttype is unknown. Theactualsolutionsto theseproblemsarethe

subjectof Section7.2.

7.2 Encoding

EachFormatComponent is encodedwith its own parameters,anda zero-terminatedlist of

its derived components.Becauseeachcomponentdefinesits own parameterencoding,the

parametersareprefixedwith a length,to allow themto beskippedover in thecaseof a receiver
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thatdoesnot know the formatbeingdescribed.In mostcases,theparametersareexpectedto

besmall,so the lengthis expressedin oneunsignedbyte,with zerolengthin thecasethatno

parametersareassociatedwith aparticularcomponent.Thereservedlengthvalue255indicates

the parametersarecontinuedafter 255 bytesof data,which datawill be followed by another

one-bytelengthvalue.

For example,assumethattheOID for JPEGimagesis “10.02,” andtheOID for GIF images

is “10.gif.” The imageencodingformat, in this smallexample,includesonly theresolutionof

the displaydevice, expressedastwo 4-byteunsignedintegers(encodedwith leastsignificant

byte first) representingwidth andheight respectively, andneitherthe JPEGnor GIF formats

haveany associatedparameters.Theformattypefor a 1024x768resolutiondisplay, capableof

displayingJPEGandGIF imageswould thereforebeencodedasthefollowing 25-bytestring:

04 1002 0000 072550367 6966 0000 0900 0004 0000 0003 00 0001 00

Expandingthis stringwith moredetail:

û0î bytesbeforeendof first localparameterssection%&&&&&&' &&&&&&(
ð2û OID for first top-level component“image”û 	 OID of first second-level component“JPEG”û(û JPEGhasnoderivedcomponentsû(û JPEGhasnoparametersû*) bytesbeforeendof next localparameterssection%&&&&&&&&&' &&&&&&&&&(
	 ò(ò OID of secondsecond-level componentis anextendedtypeû(ñ lengthof stringþ ) þ � þ(þ ISO 8859-1(ASCII) encodingfor “gif ”û(û GIF hasno derivedcomponentsû(û GIF hasno parametersû+� bytesbeforeendof next localparameterssection%&&&' &&&( û(û imagehasno furtherderivedcomponentsû(û û0î©û(û û(û width: 1024û(û û(ñ û(û û(û height:768û ð bytesbeforeendof next localparameterssection, û0û no furthertop-level componentsexist
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Notice that the parametersof a format type areencodedafter its derived typeshave been

completelyencoded. This facilitatesthe hierarchicalinterpretercode. The variouslengths

includedin theencodingallow it to bebrokeninto blockswhenit is first read.Theonly partof

aformattypedescriptionthatcancauseconfusionto aninterpreteris thelocalparametersfor an

unknown formattype. To dealwith this, thelengthsalwayspoint to theendof thenext section

thatmight causeconfusion.If thedecoderever findsanOID with which it is unfamiliar, it can

skipto thenext block,andcontinue.Thisencodingoffersaflexible,andcompactrepresentation

for formattypes.

7.3 CodeStructur e

TheJava codethat interpretstheseformattypesis, like thetypedefinitionsthemselves,hierar-

chical. It is includedherefor completeness,andfor generalinterest.Readersnot familiar with

Javamaywish to skip this section.

All formattypesaredecendentsof FormatType. Thegeneralflow canbeseenby looking

at thememberfunctionFormatType.decode() shown in Figure7.3.

Thepieceof codeshown in Figure7.3usesseveralnon-standardtypes:

Encoder: This is just an object that holds a byte array, and remembershow much has

beenread. It offers memberfunctions like readString(), readByteArray(),

andreadInt() thatunderstandthedataformatsusedto encodedatain this system.It

alsohastheinverse(write) operationsthatcreateanencodedarraygiventhecomponent

datatypes.

UnknownFormat: This is a classderiveddirectly from FormatType. Whenthelocal device

doesnot know how to interprettheparameterdataof thecurrentformat (and,therefore,

will alsonot know how to interprettheparameterformatsof its derivedtypes)it creates

a classof type UnknownFormat. This is a placeholderclassthat doesnothing ex-

cept rememberthe encodeddescriptionof the currentformat type, advancingthe state

of the Encoder objectpassedin so the next byte readwill be the first following the

unknown part. This allows thefull servicedescriptionto becorrectlyrecreatedfor later

transmission,eventhoughit wasnotcompletelyunderstoodby thedeviceperformingthe

encoding.
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protected void decode(Encoder x) {

Vector sctmp = new Vector(5,5);

while(true) {

DSoidComp c = DSoidComp.create(x);

if(c==null) break;

FormatType ft = this.createSubclass(c, x);

if(ft == null) ft = new UnknownFormat(x);

ft.oidComp = c;

sctmp.addElement(ft);

}

int sz = sctmp.size();

if(sz == 0) {

this.subClass = null;

} else {

this.subClass = new FormatType[sz];

for(int i=0; i<sz; i++) {

this.subClass[i] = (FormatType)(sctmp.elementAt(i));

}

}

}

Figure 7.3: FormatType.decode()memberfunction
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DSoidComp: Thisis simplytheOIDcomponent describedin theencodingschemeoverview.

A factorymemberfunction(DSoidComp.create(x))is usedin placeof anormalconstruc-

tor function,becauseextendedOIDs(strings)arereturnedasaDSextendedOIDcomp,

andstandardizedOIDs (one-bytevalues)arereturnedasthebasetypeDSoidComp.

The only other non-standardelementof the presentedcodeis the call to createSub-

class(). This functionis overloadedby all classesderivedfromFormatType, andusesthe

next availabledatain theEncoder parameterto createthesubclassidentifiedby thesupplied

OID component.If thatOID componentis unknown to theversionof thecurrentformat type

storedon the device performingthe interpretation,thennull is returned. This event triggers

thedecodingfunction to createa placeholderUnknownFormat typewith whatever encoded

bytesdescribetheunrecognizedformat.

The extensionsof FormatType all have constructorsthatacceptanEncoder objectas

theirparameter. Thesefunctionscall thedecodefunctionpresentedherefirst, thendecodetheir

local parameters.This codestructureis thereasontheparametersof a baseclassareencoded

afterthoseof its derivedclasses.

Theencodingfunctionsareevenmoresimple,asshown in Figure7.4.

For this function,eachderivedtypethatusesparameterssimplyoverridesthememberfunc-

tion FormatType.encodeLocal(Encoder) to betheinverseof its own decodingof lo-

cal parameters.Notice that the FormatType baseclasskeepsits own list of sub-classesin an

array, andthateachobject(sub-classesandOIDs) know how to addtheir own encodeddatato

anEncoder object.Also notethatthecall to writeEndMarker() actuallysignalstheen-

coderof theendof ablock. Theseblocksaremarkedwith lengthsat thebeginning,thatwill be

addedwhenthecontentsof theencoderareactuallyconvertedto a bytearrayfor transmission.

7.4 Query Matching

In thecurrentimplementation,aqueryin JavaismadebycreatingatemplateServiceDescrip-

tion thatcontainsvaluesin whicheverfieldsarerelevantto thesearch,andnull valuesfor all

otherfields.Most usually, theonly non-nullvalueswill betheinput and/oroutputformats,but

attributeslikeOwner mightalsobeimportantto somequeries.

Thevaluesfor input andoutputformats(whennot null) containthehighestlevel classthat
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protected void encodeLocal(Encoder x) {}

public void encode(Encoder x) {

if(subClass != null) {

for(int i=0; i<subClass.length; i++) {

subClass[i].oidComp.encode(x);

subClass[i].encode(x);

subClass[i].encodeLocal(x);

x.writeEndMarker();

}

}

DSstdOIDcomp nc = new DSstdOIDcomp(DSoidComp.ENDMARKER_OID);

nc.encode(x);

}

Figure 7.4: FormatType.encode()memberfunction

fits the applicationrequirements.In practice,the query matchingfunction simply usesthis

templateto generatetheOID for thedesiredclass.If aFormatType treecontainsat leastone

matchfor all specifiedcomponentsin the requestedOID, including descendantsof that class

(having morecomponents)thenthatformatis consideredto matchtherequest.

An arrayof all serviceelementsmatchingtherequestedtemplateis returnedto therequest-

ing application. If particularparametervaluesin theFormatType entriesare importantto

the application,thenit mustdo its own filtering of the list that is returned.This avoids a re-

quirementfor includingclass-specificcomparisonfunctionsin all extensionsof FormatType,

whichfunctionswouldbenecessaryfor meaningfulcomparisonof parameters.Thedataformat

wouldpermitexactparametermatchesto bemadewithoutsuchmemberfunctions,aswasdone

in Jini, but this wasnotseenassufficiently usefulto beimplementedin thecurrentversion.
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7.5 Chapter Summary

Thischapterhassummarizedthedesignof theservicedescriptionandencodinglanguageused

in the existing embodimentsof the DEAPspaceservicediscovery algorithm. This encoding

schemecangenerallybecharacterizedby thefollowing features:# All datatypesarebyte-aligned;encodeddata(with theexceptionof booleans)will take

uponly asmuchspaceasnecessary.# Servicedescriptionsarehierarchicallystructureddatatypesthatshareinformationat the

highestpossiblelevel.# FormatType datais encodedin a post-orderfashion:first thosepartsthatdiffer, then

thosethatareshared;for eachlevel specificendmarkersareused.# The decodingalgorithmskipsunknown dataformat types,andresynchronizeswith the

next known upper-level format type,usingtheendmarker correspondingto the item to

beskipped.
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solutionthat addressestheparticular qualitiesof transient,

ad-hocwirelessnetworks. It also offered a solutionin the

form of a new algorithm. Thischapterwill summarizeand

review the work performed,and extrapolateto somenew

directionsthat offer promisefor future developmentof the

ideaspresented.

This thesisopenedwith the problemof servicediscovery in ad-hocnetworks. This is an

importantareaof ongoingresearch,but existing solutionscanbe frustratedboth by frequent

changesin groupmembership(transience)andby unreliablecommunications(asexperienced

with wireless). It wasarguedthat to dealwith the transientnatureof the networks, a decen-

tralizedapproachwould benecessary. It wasalsoshown thataddressingthe limited broadcast

bandwidthandpoorlink reliability would requirecollaborationbetweenservers.An appropri-

atenew algorithm,designedwith theseobservationsin mind,wasthenpresented.

The DEAPspaceclassof algorithmsprovidesa distributedservicediscovery mechanism

that is very tolerantof packet loss, andusesa minimal amountof broadcasttraffic. Newly

arriving devicesdiscover all the servicesavailablelocally morepromptly thanwith compara-

ble distributedalgorithms,suchasserver beaconing.Furthermore,this algorithmallows for

generouspowerconservationpotentialthroughtheuseof device idle modes.
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8.1 Contrib utions of This Thesis

This thesishasidentifiedareasof weaknessin currentdiscovery techniques,asthey apply to

transientad-hocnetworks. It hasproposedanew styleof servicediscoverythatcounterbalances

theseproblems,andquantifiedtheareasof strengthandweaknessin this new system.

Thefollowing is ashortreview of how this wasaccomplished:

Chapter 2 (Background):# Reviewedexistingdiscoverytechniques,identifying trendsin designstrategies,and
explainedwhy andhow thesestrategiesareuseful# Reviewedcontributionsof routediscovery to generalinformationdisseminationin
ad-hocnetworks,anddrew parallelsbetweenthegoalsof routediscoveryandthose
of servicediscovery

Chapter 3 (LocatingServices):# Introducedanew classof algorithmthatusesservercollaborationto efficiently share
serviceinformationamongsta groupof devices# Madedirectcomparisonsbetweenthis new solutionandexisting routingsolutions

Chapter 4 (PredictingPerformance):# Defineda basemodelfor studyingtheexpectedusualbehaviour of a groupof de-
vicesembodyingtheDEAPspacealgorithm# Examinedthe recovery mode(worrying) throughwhich devices can toleratethe
randomoccurrenceof anunusualnumberof consecutive lost races# Explainedtheexpectedeffectsof packet lossontheperformanceof theDEAPspace
algorithm

Chapter 5 (PerformanceEvaluation):# Introducedandvalidateda discreteevent simulatorfor studyingthe effectsof un-
usualnetwork conditionson discoveryperformance# Introducedandvalidateda real-timenetwork emulatorfor studyingdiscovery per-
formancewith actualclient applicationcode# Exploredthebehaviour of theDEAPspacealgorithmunderartificially constructed
pathologicalcasesof simultaneousstart,mergingof two groups,andmeetingof two
lonedevices# Discussedtheuseof DEAPspaceasa routingmethod,notingthat it maybeuseful
for disseminatinglocationinformationfor usewith geographicalroutingstrategies

Chapter 6 (PowerSaving):# Explaineda techniquefor usingthe idle modeof somehardwareto reducetheen-
ergy consumptionof devicesembodyingthenew algorithmby morethan40%# Presentedmethodsfor usingasymmetricparameterassignmentin algorithmembod-
iments,andexplainedtheresultingbehaviour# Verified the scalabilityof the algorithmto groupsof a hundreddevices,anddis-
cussedthe configurationconsiderationsfor devices that expect to join suchlarge
groups

Chapter 7 (ServiceDescription):



8.2. FURTHER RESULTS ARISING FROM THIS THESIS 95# Introduceda techniquefor usefully describingservicesin sucha way asto allow
backward-compatiblequeriesto makeuseof futureextensions# Presentedacompactencodingschemefor theseservicedescriptions

Of these,the primary contribution is the developmentof a new style of servicediscovery

algorithm.Thisnew solutionhasvarioususefulqualities:# Makesreasonableloaddemandson thenetwork.# Offersfastdiscoveryof newly arriveddevices.# Createsagoodplatformfor power-conservingoperation.

As a necessaryco-developmentto theservicediscoveryalgorithm,a descriptionandquery

formatwasalsodeveloped.Thisformatalsooffersqualitiesusefulto efficientservicediscovery:# Allowsbothuser-definedandstandardizedtypeextensions.# Permitslegacy queriesto besatisfiedby upgradedserviceofferings,while still allowing

queriesfrom newerdevicesto takeadvantageof extendeddescriptiondetail.# Offerscompactencoding.

8.2 Further ResultsArising From This Thesis

While theDEAPspacestyleof algorithmis afastandeffectivemethodof servicediscovery, it is

notappropriatefor everytypeof network. In particular, it requirespeer-to-peercommunication.

Thestartof this researchin 1998wasalsoanearlystagein thedevelopmentof theBluetooth

communicationstandard.BecauseBluetoothwasalsotargettingabouta ten metrerange,the

authorfollowedthedevelopingstandardwith greatinterest.WhentheBluetoothSIG choseto

useacentralizedcommunicationmodel,hestayedin contactwith thecommitteeoutof general

interest.

In the end,servicediscovery wasseparatedfrom device discovery, except for a minimal

“class of device” value that canbe usedin a device enquiry. The timelinessof this service

discovery can be greatly improved by using a pushmodel to prefetchdiscovery requeststo

device. As adirectresultof work performedon this thesis,amethodfor applyingapushmodel

to improveresponsivenessto changein Bluetoothwasproposed[Nid01].
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Although the resourcediscovery algorithmwasdesignedto keepreasonablelimits on the

amountof dataactuallysentto thenetwork, reducingthisamountisstill useful.By usingservice

versionnumbers,greatly compressedlists can allow the datavolume to be slashed(during

normaloperation)to only two integersandanaddressperserviceelement.New devicescanstill

discoverthegrouppromptly, but thenetwork traffic is reduced.Thedetailsof this improvement

haveyet to bestudied,but it is anotherinterestingcontribution [HHMN01].

8.3 Futur eWork

As notedin Section6.5,thechoiceof configurationparametersis fosteredby knowing approxi-

matelyhow many devicescanbeexpectedto bein asinglegroup.In theory, it shouldbeenough

for devicesto define ½ , ½ ¾ , expiry time, andtime to startworrying asfunctionsof the length

of the list of known (unexpired) devices. In practice,somethingmoresophisticatedmay be

necessaryto coordinatedevicesthatdonotagreeonthesefunctions;if thisbecomesaproblem,

it couldbestbedealtwith throughanindependentstandardizationeffort.

What functionswould be bestfor thesepurposes,andhow seriouswould the artifactsbe

whendifferentlyconfigureddevicesencounteredeachother?Theformerquestionis answered

mostsimply by looking at the procedureusedin Section6.5, andextrapolating. The latter is

an interestingareafor future work. Intuitively, it seemsthat therewould be a brief periodof

confusion,quickly resolvedby thespeedin whichmutualdiscovery is completed.
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eratingfunctions.Thissectionprovidesanintroductionspecif-

ically targetedat making that chapter clear. For a more

completeintroductionto the subject,a textbookon combi-

natoricswill beuseful[Rio58, Mac60].

The problemof combiningelementsfrom varioussetsis very similar to the well studied

problemof combiningvariablesfromthevarioustermsof analgebraicexpression.Forexample:

Question1 With exactlythreecoins,howmanypermutationsof headsandtails arepossible?

Eachof thethreemusthaveoneof two values,call these� or ê . Thepossiblesetsarethese:�-�-� � �-��ê � ��ê.� � � ê,ê � ê.�-� � ê.� ê � ê,ê.� � ê,ê,ê (A.1)

By disregardingtheorderin which thecoinsarearranged,this canberewrittenasfollows:� ÷ � � ô ê � � ô ê � � ê ô � � ô ê � ��ê ô � � ê ô � ê ÷ (A.2)

Simplywriting thisasasum(aseries)will nothideany properties,sincesummingalgebraic

termswill collectonly the termswith thesameexponents,andthereforethe samenumberof

headsandtails (i.e.,permutationsof thesamecombination).� ÷ � ñ ü � ô ê � ñ ü � ê ô � ê ÷ (A.3)
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This new representationstill shows the eight possiblepermutationsfor Question1, and

alsoshows thatthis is composedof four groups,two having multiplicity three,andtwo having

multiplicity one.

Furtherexaminationof ExpressionA.3 offerssomenew insight:� ÷ � ñ*� ô ê � ñ*� ê ô � ê ÷ Ù�
�� � ê � 
/� � ê � 
�� � ê � (A.4)

This highlightsthesimilarity betweenchoosingcombinationsof choicesandcombiningterms

in algebraicmultiplication. In thecaseof multiplying 
�� � ê � ÷ , theexponentson � and ê show

thenumberof eachthatwerechosen,andthecoefficient shows thenumberof waysthat those

countscanbepicked. In this case,theactualvalueof � and ê hasno meaning. Thevariables

aresimplyplaceholdersfor their coefficientsandexponents.

Question2 Choosingonebar fromeach of threeboxes,each boxcontainsiron bars weighing

1, 5, and8 kilograms,howmanytotal weightscanbeformed.

This time,wehaveonly onething to count,soonly onevariableis needed:
10 ó � 0 ù � 0-2 � ÷ Ù 0 ÷ � ñ3054 � ñ30 ó76 � ñ30 ó,ó � þ 0 ó õ �ñ30 ó 4 � 0 ó�ù � ñ30 ó 2 � ñ30 ô ó � 0 ô õ (A.5)

We cannow seefrom thecoefficient of 0 ó õ that therearesix waysto form fourteenkilograms

(oneof eachtypehasñ98 waysto bechosen.)

Supposewe changetheweightsto 1, 2, or 3 kilograms,andalsopermitsomeboxesto be

skippedall together. Thenew generatingfunctioncanbewritten like this:: 
10 � Ù!
;0 6 � 0 ó � 0 ô � 0 ÷ � ÷ Ù�
�ð � 0 � 0 ô � 0 ÷ � ÷ (A.6)

The fully expandedversionof : 
;0 � is long enoughto be omittedfrom this, but whatever

it actuallylooks like, it is equivalentto ExpressionA.6. This is wherethedistinctionbetween

algebraandcombinatoricsgetsblurred.Thisnotationwasmeantasashortwayof writing long

series,but wealsoknow this: 
�ð � 0 � 0 ô � 0 ÷ � Ù ð�Ø<0 õð�Ø=0 (A.7)

Thuswehave theclosedform for g(x):: 
10 � Ù?> ð�Ø=0 õð�Ø=0A@ ÷ (A.8)



A.1. TAYLOR SERIES 99

Question3 How manywayscanSwisscoinsbeusedto makechange for 1 Swissfranc?

Begin with a generatingfunctionconsideringzeroor morecoinsof eachvalue1, 5, 10,20,

50,and100(1 centimecoinsstill exist, andwecanignorecoinsof valuemorethan1 franc.) In

this case,eachcoindenominationreplacestheboxesof weightsin thepreviousquestion.B 
10 � Ù CEDEFÁHGJI 
Kð � 0 � 0 ô �LKMKMKM� 0 Á � 
Kð � 0 ù � 0 ó76 �LKMKMKM� 0 ù Á � 
Kð � 0 ó76 � 0 ô 6 ��KMKMK�� 0 ó76 Á �
Kð � 0 ùN6 � 0 ó76N6 �LKMKMK�� 0 ùN6 Á � 
Kð � 0 ó76N6 � 0 ô 6N6 �LKMKMKM� 0 ó76N6 Á �Ù óóNO × óóNO ×QP óóNO ×�RTS óóNO ×QUVS óóNO ×QPVS óóNO ×�RTS;S
(A.9)

In this question,it is clearthatexpandingall thecombinationswould take too long, so the

closedform hashelpedus. Whatever thecoefficient of 0 ó76N6 is in theexpandedform of
B 
;0 � ,

thatis thenumberof waysto makechangefor a franc.

A.1 Taylor Series

Theproblemwith having a closedform solution,asin EquationA.9, is that it is not soeasyto

getthefinal answer. To do this,wemustexpand
B 
10 � backinto aseries.Oneway to expandan

expressioninto aninfinite seriesis to useTaylorseries:W 
;0 � Ù W 
1X � � W ¾1
7X � 
;0=Ø�X � � W ¾ ¾1
7X �*Y × O[Z]\ Uô � W Y ÷^\ 
7X �*Y × O[Z]\T_÷]`�aKMKMK�� W Y Á \ 
1X �+Y × O[Z]\cbÁ ` � ® ® ® (A.10)

It is commonto chooseXnÙ û for EquationA.10, as it makes the evaluationeasier, so

long asall thederivativesof
W 
10 � aredefinedat zero. Calculatingthehundredthderivative of

EquationA.9 wouldbedifficult, but usingacomputermakesis feasible,yielding theanswerto

Question3: Thereare344waysto make1 francfrom Swisscoins.

A.2 Counter Variables

Sometimestheweight is not theonly importantquantityto measure.In thecoin examplefrom

above,
B 
10 � allows thevalueof thecoinsto becounted,but ignoresthenumberof coinsused.

A modifiedgeneratingfunctionthatallowsboththingsto becountedwouldbethefollowing:�d
10 �fe � Ù ðð±Ø e 0 ðð�Ø e 0 ù ðð�Ø e 0 ó76 ðð�Ø e 0 ô 6 ðð�Ø e 0 ùN6 ðð�Ø e 0 ó76N6 (A.11)
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In thenew equation,thepowerof e is increasedby oneevery time acoin is used,while the

powerof 0 is simultaneouslyincreasedby thevalueof thecoin. ExpandingtheTaylorseriesof� about0 givesthecoefficientof 0-g as 
 e g ��e ô � , which translatesto sayingtherearetwo ways

to makesix centimesin change,onewith six coins,andonewith two coins.

Alternately, expandingaboute providesthesetof valuesthatcanbeformedwith aparticular

numberof coins.Naturally, thenumberof valuesthatcanbeformedby agivennumberof coins

is large.For example,thecoefficientof e ô in theexpansionof �d
;0 �fe � is thefollowing:0 ô � 0 g � 0 ó76 � 0 ó,ó � 0 ó�ù � 0 ô 6 � 0 ô ó � 0 ô ù � 0 ÷N6 � 0 õ 6 � 0 ù@ó � 0 ù,ù� 0 g 6 � 0 4 6 � 0 ó76N6 � 0 ó76@ó � 0 ó76,ù � 0 ó,ó76 � 0 ó ô 6 � 0 ó�ùN6 � 0 ô 6N6 (A.12)

The21 termsof this coefficient tell us that21 differentvaluescanbeformedwith exactly two

coinsfrom our set.Eachparticularvaluecanbeformedin exactly oneway, asindicatedby all

thecoefficientsbeingone;andtheactualvaluesin questionarethevariousexponentsof 0 .
A.3 Differ entiation

As thesetermsgetlong,asin ExpressionA.12above,somecommonoperationsbecomehelpful.

For example,supposewe wanttheaveragevalueof two coins,chosenfrom thesetof 1, 5, 10,

20, 50, and 100 centimes,whereorder doesnot matter. We know thereare h gÀci ó æFÙ 	 ð
possiblecombinationsof two coinsfrom a setof six types,sotheaveragevalueis just thesum

of thevaluesof all thesecombinationsdividedby 21. Notice,however, thatthis is just thesum

of all the coefficients multiplied by their correspondingexponentof 0 (i.e., eachachievable

valueis multiplied by the numberof ways to form that value,andthe resultingproductsare

summed.)This operationis preciselythederivativew.r.t. 0 , evaluatedat 0 Ù¶ð ! In thecaseof

ExpressionA.12, thefirst derivativew.r.t. 0 is thefollowing:	 0 ó � þ 0 ù � ð2û30-j � ð(ðk0 ó76 � ð ò 0 ó õ �l	 û30 ó j �m	 ðn0 ô 6 �l	 ò 0 ô õ � ñ(û�0 ô j� îVû30 ÷ j � ò ðn0 ùN6 � ò(ò 0 ù õ � þ û�0 ù j � )0û30 gNj � ð2û(û�0 jNj � ð2û ðk0 ó76N6� ð2û ò 0 ó76 õ � ð0ð2û30 ó76 j � ð 	 û30 ó,ó j � ð ò û30 ó õ j �m	 û(û30 ó jNj (A.13)

Theexponentsno longerhaveany significantmeaning,but by setting0ìÙ ð , they disappear

anyway, leaving just thesum:1302.Theaveragevalueof two coins,chosenfrom thespecified

set,independentof order, is 1302/ 21 = 62 centimes.
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For asecondexample,supposeorderdoesmatter, andadaptthegeneratingfunctionaccord-

ingly: : 
;0 � Ù�
10 � 0 ù � 0 ó76 � 0 ô 6 � 0 ùN6 � 0 ó76N6 � ô (A.14)

EquationA.14 dropsthe e usedabove, sinceit is no longernecessary. In this equation,there

will alwaysbeexactly two choicesfrom thesetof possibilities,so theonly power of e would

havebeentwo anyway.

As in the first example,we now have a generatingfunction for our answer. Dif ferentiate

w.r.t. 0 , thenset 0wÙ�ð to getthesumof thevalues,asshown in EquationA.15,: ¾1
10 � Ù 	 
10 � 0 ù � 0 ó76 � 0 ô 6 � 0 ùN6 � 0 ó76N6 �
Kð � ò 0 õ � ð2û�0-j �l	 û30 ó j � ò û�0 õ j � ð2û(û30-jNj �: ¾1
�ð � Ù 	 
�ð � ð � ð � ð � ð � ð � 
�ð � ò � ð2û �m	 û � ò û � ð2û(û � Ù 	+	 ñ 	 (A.15)

thendivide by the numberof possiblechoices(
þ ô Ù ñ þ ) to find that the averagevalueof 62

centimesis thesameregardlessof whetheryou counttheorderof selectionof not. Notealso

that thenumberof choicesis just thesumof thecoefficientsbeforethey aremultiplied by the

exponents,which is : 
Kð � .
A.4 Regular Expressions

If a languagecanbedefinedby aregularexpression(i.e., if it is context free),thenit canreadily

beexpressedasanequivalentgeneratingfunction.For example,this regularlanguage:
]
1opo �rqtsu� ¸ Ù s � svs � opo s � svsvs � swsvsvs � opo svs � s oxo s � ® ®l®
includesall stringsof o and

s
thatendin at leastone

s
, andhave all groupsof o with even

size.Thebasicprocedureis to replacea sequencedefinitionfrom thelanguagedefinitionwith

a serieshaving the sumof countervariabletermswith exponentsequalto the multiplicity of

their correspondinglanguagesymbol. For example,the following guidelinescanbegenerally

applied:

½?yz0
½ q y I{ Àci 6 0 À y ðð�Ø<0
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½ ¸ y I{ Àci ó 0 À y 0ð�Ø<0
Recursiveapplicationof theserulesto our languageleadsto thefollowing generatingfunction:B 
�ÿ � � � Ù |óNO Ö.Uð�Ø |óNO Ö.U (A.16)

Thereareotherwaysof writing this language;for example,thefollowing is true:
]
1opo � q su� ¸~} 
 s � opo � q s
Thisnew representationleadsto thenew generatingfunction:B ô 
�ÿ � � � Ù �ð�ØL
/� � ÿ ô � (A.17)

Not surprisingly, a quick inspectionrevealsthat thesetwo generatingfunctionsfor equiva-

lent languagesarealsoequivalent(multiply EquationA.16 by óNO Ö UóNO Ö.U ). Noticethat
B 
+ÿ � � � counts

both the numberof o s andthe numberof
s

s. If we want to studyonly the lengthsof valid

strings,thereis noparticularreasonto countthemseparately;simplysubstitute0 for bothvari-

ables,creatinga singlecounterwith an exponentequalto the total lengthof the string, and

expandtheresultingequationvia aTaylor series:0ð�Ø<0 Ø�0 ô ÙL0 � 0 ô �m	 0 ÷ � ñ�0 õ � ò 0 ù �l� 0 g�� ð2ñ�0 4��a� 
10 2 � (A.18)

EquationA.18 showsus,amongotherthings,thatprecisely13stringsof length7 aremem-

bersof the language
 s � opo � q s . Applicationof thesetechniquesis oftenmuchfasterthan

explicit analysisof a largesequence,asis thecasein Chapter4.
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imating the zero interceptof arbitrary well-behavedfunc-

tions.

Section4.2makesuseof Newton’smethodfor approximatingthesolutionto Equation4.7:0RÙ ��óÁ�� >qð�Ø�> óR�]� R;� �^����� R O R� @x@ This brief appendixillustratessomeC codefor finding this

solution.

Recallfirst that Newton’s methodrefersto a technique(demonstratedby IsaacNewton1)

of successively refinedapproximationsto an equationof the form
B 
10 � Ù-û . Statedsimply:

startingwith a “reasonable”guess0 6 (i.e. any guesssuchthat no inflection points of
B 
;0 �

exist on the rangebetweenthe exact solutionand 0 6 , andthe slopeof
B 
;0 � at 0 6 is bounded

lessthan infinity), finding the intercept 0 ó of the tangentof
B 
;0 � at 0UÙ�0 6 will be a better

approximationof the correctsolution than 0 6 . Sincecalculatingthe interceptof the tangent

of
B 
10 � at eachsuccessive approximation0 À involvesevaluating

B 
10 À � anyway, repeatinguntil� B 
;0 À � � � êr�8è+é��Wÿ�¼���é is easilyincorporatedinto animplementationof thisalgorithm.Theexact

1Actually, “Netwon’s method”wasfirst publishedby JosephRaphson,a colleagueof Newton, in his book

Analysisaequationumuniversalisin 1690,but wasdemonstratedby Newtonfor aparticularapplicationin Method

of Fluxions, written1671,but published1736[OR96].
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solutioncantherebybeapproximatedto within anarbitrary êr�8è+é��Wÿ�¼��*é .
After subtracting0 from bothsidesof Equation4.7,thefollowing codeintersectstheresult-

ing functionwith zero,usingits first derivativew.r.t. 0 (EquationB.1).� ð�Ø 0ØJð � 
�ð�Ø=0 � O óNO |M� Á O ó � Ø ðØJð � 
�ð�Ø<0 � O óNO | Ø 
�ØJð�Ø�� � 
�ð�Ø=0 � O ô O | 0
KØ ð � 
Kð±Ø�0 � O óNO | � ô � (B.1)

Theparameters¼ and � correspondto thevariablesof thesamenamesasdefinedin Chap-

ter5. Thefunctionuses óÁ asaninitial guess,andrefinestheapproximationto within aspecified

toleranceof theactualvalue.

double approx(double n, double b) {

double x,Ex,u,fprime;

# define one ((double)1.0)

# define two ((double)2.0)

# define tolerance ((double)0.000001)

x = one / n; /* initial guess. */

Ex = (-one + pow((one-x),(-b-one)))/x;

u = (one/n)*pow((one-(one/Ex)),n);

while(fabs(u - x) > tolerance) {

fprime = pow(one-(x/(-one+pow(one-x,-one-b))),n-one)

* ((-one/(-one+pow(one-x,-one-b)))

-(((-one-b)*pow(one-x,-two-b)*x)

/(pow(-one+pow(one-x,-one-b),two))))

- one;

x = x - ((u-x)/fprime);

Ex= (-one + pow((one-x),(-b-one)))/x;

u = (one/n)*pow((one-(one/Ex)),n);

}

return Ex;

}



Appendix C

Simulation Code

#define DEVICES 6

#define ROUNDS 100000

long LOSS_PROB = 10;

/* Save bcast gaps from 0-20 seconds in 10 milli blocks */

#define GAP_COUNT 2000

#define GAP_WIDTH 10

#define GAPS_PER_SEC 100

#define EXPIRY 115000

#define NORM_TOUT_MAX 15000

#define NORM_TOUT_MIN 10000

#define NORM_WIDTH (NORM_TOUT_MAX - NORM_TOUT_MIN)

#define SHORT_TOUT_MAX 5000

#define SHORT_TOUT_MIN 3333

#define SHORT_WIDTH (SHORT_TOUT_MAX - SHORT_TOUT_MIN)

#define BIG_RAND (0xfffff)

#define NormBcast ((((double)(random() & BIG_RAND) * NORM_WIDTH) \

/ (double)BIG_RAND) + NORM_TOUT_MIN)

#define ShortBcast ((((double)(random() & BIG_RAND) * SHORT_WIDTH) \

/ (double)BIG_RAND) + SHORT_TOUT_MIN)
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#define LOSS_LINE (LOSS_PROB * BIG_RAND / 100)

#define IS_LOST ((random() & BIG_RAND) < LOSS_LINE)

int main(int argc, char **argv) {

long nextBcast[DEVICES];

long panics[DEVICES];

int panic_flag[DEVICES];

long panic_runs[DEVICES];

long timeout[DEVICES][DEVICES];

long actualGaps[GAP_COUNT];

long round, time;

long tmpTime, gap, lv;

int s, r, i, winningDev;

if(argc != 2) {

fprintf(stderr, "Format: %s <loss prob>\n", argv[0]);

return;

}

sscanf(argv[1], "%ld", &LOSS_PROB);

for(s=0; s<DEVICES; s++) {

nextBcast[s] = NormBcast;

panics[s] = 0;

panic_flag[s] = 0;

for(r=0; r<DEVICES; r++) {

timeout[s][r] = EXPIRY;

}

}

for(i=0; i<GAP_COUNT; i++) actualGaps[i]=0;

srandom(50);

time = 0;

for(round=0; round<ROUNDS; round++) {
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/** Find next to broadcast: yes, ties go to the lower-numbered de-

vice,

** but these should be very rare. */

tmpTime = nextBcast[0];

winningDev = 0;

for(i=1; i<DEVICES; i++) {

if(nextBcast[i] < tmpTime) {

winningDev=i;

tmpTime = nextBcast[winningDev];

}

}

/** Record Gap **/

gap = (tmpTime - time) / GAP_WIDTH;

if(gap < 0) gap=0;

else if(gap >= GAP_COUNT) gap = GAP_COUNT-1;

actualGaps[gap]++;

/** Update the time **/

time = tmpTime;

/** Reset devices that receive the broadcast **/

for(i=0; i<DEVICES; i++) {

if(i==winningDev) nextBcast[i] = time + NormBcast;

else if(!IS_LOST) {

for(s=0; s<DEVICES; s++) {

if(s==winningDev) timeout[i][s] = time + EXPIRY;

else if(s==i) {

if(timeout[winningDev][i] < time + NORM_TOUT_MAX) {

nextBcast[i] = time + ShortBcast;

panics[i]++;

if(!panic_flag[i]) panic_runs[i]++;

panic_flag[i] = 1;



108 APPENDIX C. SIMULATION CODE

} else {

nextBcast[i] = time + NormBcast;

panic_flag[i] = 0;

}

} else if(timeout[i][s] < timeout[winningDev][s]) {

timeout[i][s] = timeout[winningDev][s];

}

}

}

}

}

/** Outputting of results omitted **/

}

C.1 SlottedProtocolSimulation

#define DEVICES 6

#define ROUNDS 100000

long LOSS_PROB = 10;

#define BIG_RAND (0xfffff)

#define LOSS_LINE (LOSS_PROB * BIG_RAND / 100)

#define IS_LOST ((random() & BIG_RAND) < LOSS_LINE)

#define SLOT_WIDTH 10000

int main(int argc, char **argv) {

long s, missed, xmits, time, round;

srandom(50);

for(LOSS_PROB=0; LOSS_PROB<=100; LOSS_PROB++) {

xmits = 0;

time = 0;

for(round=0; round<ROUNDS; round++) {

missed=DEVICES;

while(missed) {
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missed--; /** at least one device won **/

for(s=missed; s; s--) {

if(!IS_LOST) missed--; /** those that heard, are done **/

}

xmits++;

}

time += SLOT_WIDTH;

}

}

/** Outputting of results omitted **/

}
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