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Titulaire du Diplôme d’Informatique (Dipl.-Inf.) de l’Université Fridericiana de Karlsruhe,
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Abstract

The thesis investigates the reliable transport from one sender to a group of receivers (multicast). It is often
stated that network support is required to allow for efficient reliable multicast. This thesis shows that this is
not the case. Efficient reliable multicast is possible on a pure end-to-end basis even for a very large number of
receivers.

In the case of data loss in the network, reliability is efficiently provided, if receivers signal the loss to the
sender and the sender in turn performs a retransmission of the missing data. The complexity of such a system
increases with the number of receivers. Both, the number of retransmissions to be performed by the sender and
the amount of feedback returned to the sender increases with the number of receivers.

The thesis makes three major contributions to the field of reliable multicast:
For the first time the scalability of protocol mechanisms is analyzed for groups of size 1 up to 1 million

receivers.
For loss recovery a single parity packet can repair different losses at different receivers. Therefore, loss

recovery by retransmission of parities outperforms retransmitting originals. The comparison of loss recovery
by parity and loss recovery by originals is investigated for burst loss, for correlated loss among receivers and
for a limited processing capability at sender and receivers.

Feedback from very large groups is dangerous, since the sender may get overwhelmed by feedback mes-
sages. The thesis contains an end to end solution for feedback from an unknown number of receivers. The
feedback method allows to control the average number of feedback messages and to estimate the number of
receivers. It is shown that this feedback method results in faster feedback than provided by other end-to-end
solutions.

Finally, the proposed multicast protocol mechanisms are compared to protocol mechanisms that have sup-
port from the network.
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Résumé

Cette th èse étudie le transport fiable d’un émetteur vers un groupe de r écepteurs (multicast). On affirme sou-
vent que l’on a besoin des services des r éseaux pour permettre un transport multicast fiable efficace. Cette th èse
montre que ce n’est pas le cas. Le transport multicast fiable efficace est possible de bout-en-bout uniquement
même pour un tr ès grand nombre de r écepteurs.

Dans le cas de pertes de donn ées dans le r éseau, la fiabilit é est efficacement pr éserv ée, si les r écepteurs
signalent la perte à l’ émetteur, et que l’ émetteur ex écute une retransmission des donn ées manquantes. La
complexit é d’un tel syst ème augmente avec le nombre de r écepteurs. Le nombre de retransmissions à ex écuter
par l’ émetteur et la quantit é de feedback envoy ée à ce dernier augmentent avec le nombre de r écepteurs.

Cette th èse apporte trois contributions principales au domaine du multicast fiable:
Pour la premi ère fois, la robustesse en fonction du nombre de r écepteurs (scalability) est analys ée pour des

groupes allant de 1 jusqu’ à 1 million de r écepteurs.
Le domaine de la r écup ération de pertes (loss recovery) a également ét é étudi é. Un seul paquet de parit é

peut r écup érer diff érentes pertes se produisant pour diff érents r écepteurs. Par cons équent, la r écup ération de
pertes par la retransmission de paquets de parit és est meilleure que par la retransmission des originaux. La com-
paraison de la r écup ération de pertes par retransmission de paquets de parit é et par retransmission de paquets
originaux est étudi ée dans les cas suivants : pertes en rafale (burst losses), pertes corr él ées parmi les r écepteurs
et capacit é de traitement limit ée à l’ émetteur et aux r écepteurs.

Le feedback dans des groupes tr ès grands est dangereux, puisque l’ émetteur est submerg é par des messages
de feedback. Cette th èse explore une m éthode de bout-en-bout in édite pour r ésoudre ce probl ème de feedback
pour un nombre inconnu de r écepteurs. Cette m éthode permet de contrôler le nombre moyen de messages de
feedback et d’estimer le nombre de r écepteurs. On a montr é que cette m éthode est plus rapide que toutes les
autres m éthodes de feedback de bout-en-bout actuelles.

En conclusion, les m écanismes multicast propos és sont compar és aux m écanismes multicast s’appuyant sur
les services r éseaux.
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Chapter 1

Introduction

In front of a huge aircraft it takes a long time for a flight attendant to explain to a single passenger
why boarding is not possible. Facing the loud noise, the interested passenger will ask whenever a
part of the explanation is lost. The friendly flight attendant repeats over and over again, until the
passenger finally understands the explanation.

For a group of passengers in the same situation the flight attendant’s task becomes difficult. The
flight attendant can not listen to all questions at the same time and can only give one answer at a
time. Different passengers ask different questions and the flight attendant takes much more time
in repeating different parts of the explanation than for a single passenger. The task for the flight
attendant becomes more difficult as the size of the group increases.

One concern of this thesis is to reduce the impact of the group size in such a communication.
However, we will concentrate on computer communication, and especially on communication via a
channel where a single send operation will communicate information from a sender to a group of
receivers. Such a channel is referred to as a multicast channel. The single send operation is referred
to as a multicast. If the group consists of only one receiver we refer to unicast, if the group consists
of all possible receivers we refer to broadcast.

We will focus on the case where the sender as a source of information is connected to the group of
receivers via a lossy multicast channel over an interconnected network. Reliable Multicast requires
the eventual transfer of all information from the sender over the lossy channel to all the receivers.

1.1 Two Simple Protocols

In order to point out the challenges of reliable multicast, we will use two simple examples of unicast
communication and extend them to multicast communication.

Consider a unicast from a sender to a receiver, where messages sent via the channel are subject
to loss. Then, the following two simple protocols assure a reliable unicast from the sender to the
receiver in the sense that a message sent by the sender is received by the receiver:

The first protocol
� The sender sends the same message over and over again with a certain frequency.

1
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� The receiver listens to the channel and waits for the message.

The second protocol
� The sender sends the same message over and over again with a certain frequency and stops

sending when it receives a confirmation of successful reception (ACK).

� The receiver listens to the channel and waits for the message. On receipt of the message it
sends an ACK back to the sender.

Both protocols achieve reliable communication after a certain time. The major difference be-
tween the two protocols is that the sender in the second protocol is aware of the successful reception
and can stop sending. The awareness of the sender requires a feedback channel. It further requires
the sender to have the ability to receive and it requires the receiver to be able to send.

Consider now the straightforward extension of the two protocols for a multicast to a group of�G;���� & , receivers. The first protocol need not be changed for the case of
�

receivers. Reliable
multicast is provided: after a certain time all receivers will have received the message. Again the
sender is not aware of the reception status of the receivers.

The second protocol must be changed, since the sender must be able to distinguish the ACKs
from different receivers. When the sender has received an ACK from every receiver, it stops sending.
The main difference from unicast is that the sender must receive the ACK of every receiver. In
this protocol the sender’s burden increases with every receiver: one ACK per receiver needs to be
processed and the identity of every receiver needs to be known. Further, ACKs may be returned at
the same time and overwhelm the sender. Therefore, an additional mechanism is required.

From these simple examples we observe that reliability without awareness by the sender about
the reception status is achieved easily - whatever the number of receivers will be. We further observe
that if awareness at the sender is needed, problems arise with the number of receivers.

Mechanisms that keep the complexity of a communication with
�

receivers close to constant
with

�
are referred to as scalable.

Our major goal is to achieve scalable reliable multicast from one sender to multiple receivers
with awareness of the sender about the reception status of the receivers.

1.2 Technological Context

The foundation for multicast transmission in the Internet was pioneered by the work of Steve Deering
[1, 2]. Based on his work the MBONE [3, 4] was developed. The MBONE is an overlay network on
top of the Internet, capable of multicast by copying data in the network towards different receivers.
We will adopt the IP multicast notion of a multicast group. A multicast group consists of a set of
members. Members can join and leave a group. At the network layer a multicast group is identified
by a network address. A network capable of multicast ensures that a message sent to a multicast
address is routed and forwarded towards all group members via the multicast channel. For the case
of a lossy multicast channel, the message is not guaranteed to be received at all group members.

For instance, in the Internet packets are sent via a best effort service and may be discarded in
the network due to buffer overflows in network nodes. As a consequence, only a subset of the group
members may receive the message. The size of the subset of successful receptions can range from
one, to some, to all group members.
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Our aim is to investigate mechanisms for the reliable delivery in the sense that a message sent by
a sender to a group of receivers is received at all receivers after a certain time.

The deployment of multicast in the Internet and the emerging number of satellite systems, en-
ables a range of multicast applications. In general, multicast data applications can be classified into
one of the following four categories:

Bulk data transfers

One sender sends a large amount of data to a potentially very large number of receivers. Bulk data
transfer applications have no stringent time-constraint, but data needs to be transmitted reliably to
all receivers. A software distribution, or the replication of a database falls in this category.

Data Sharing

A collaborative group, where single members initiate a data share with the other members of the
group, is an example of data sharing. Data sharing applications typically have a small number
of senders in the collaborative group, but the number of passive group members, the receivers, is
potentially high. There is no strong requirement for timely delivery, but there is a strong requirement
for reliable transport. An example for such an application is a shared whiteboard, where things
written, or drawn, by single members of the group are seen by all other members.

Data Feeds

In the case of data feeds small items of data are frequently sent from one sender to a group of
receivers. An example for a data feed is the distribution of stock quotes. Such an application has
high requirements for the timely and reliable delivery of each item of data. The potential number of
receivers of such a stream can become very large.

Interactive Gaming

Here, every member of a group of players frequently sends small amounts of data to all other mem-
bers. Interactive gaming has very high requirements for the timely delivery and to the reliable trans-
fer. Typically the multicast groups involved in an interactive game are rather small, although this
may change in the future.

The applications in these four classes require that data be sent reliably to all receivers. Real-time
applications, such as multimedia conferencing have tight real-time constraints that restrict the relia-
bility that can be achieved for a lossy channel with fixed capacity. Therefore, real-time applications
are built to tolerate a certain loss rate. We will focus on applications that require full reliability in
the sense that all data sent by the sender must be received at all the receivers.
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1.3 Issues for Reliable Multicast

1.3.1 Requirements

The two example protocols from section 1.1 showed that there is no single reliable multicast protocol
for all applications. Already, a different number of receivers changes the requirements for reliable
multicast. The requirements for a reliable multicast protocol are determined by the specific type of
multicast application. Different multicast applications can be distinguished by:

� The number of senders: Applications like a shared whiteboard or a multi-player game in-
clude several senders that all send to the same group. On the other hand a software update
from a software vendor, or a stock market data distribution have only one sender that sends to
the group of receivers. For multiple senders sending to the same multicast channel a certain
access policy must be determined. Anyhow, data can just have one origin, one source, and we
will investigate reliable multicast protocols that transmit the data from the source to multiple
receivers.

� The number of receivers: The number of receivers differs significantly from application to
application. The update of a company’s replicated sites is a reliable multicast application with
a small number of receivers. The distribution of a popular Web browser is an application
that needs reliable multicast to a high number of receivers. The requirements for reliable
multicast for both applications are not the same: a high number of receivers imposes additional
challenges. The aggregate loss of all receivers seen by the sender is higher for more receivers,
since different receivers will lose different data. Therefore a high number of receivers imposes
a challenge for efficient loss recovery for the group of receivers. Equivalently, the amount of
feedback from the receivers increases with the number of receivers and requires means to
handle the large amount of feedback from the receivers.

� The amount of data to transmit: A news ticker transmits a small amount of data from time to
time, while the amount of data for a software distribution is usually several Megabytes. Small
amounts of data restrict the number of techniques that can be employed in reliable multicast
protocols: block spreading, cumulative feedback and packet level FEC are techniques that
require a large amount of source data in order to realize efficiency gains.

� Time-constraints: Stock market distribution requires the timely delivery of data in the order
of seconds, while software distribution does not have such a stringent time-constraint. A
time-constraint is the time between the point in time of the sending of data by the sender
and the point in time the data needs to be received at latest by the receiver. Mechanisms that
recover from loss require a certain time. Therefore, the presence of a time-constraint restricts
the probability of a successful reception. In the presence of a time-constraint and a fixed
capacity channel the goal for reliable multicast can be formulated as to deliver most data to
most receivers.

� Security constraints: Security considerations, such as the authenticity of the sender, impose
restrictions on reliable multicast protocols. A natural approach to ensure reliability for a group
of receivers is to have a hierarchical setup of retransmitters that care of reliable transfer to a
receiver subgroup. Such retransmitters may not be trusted sources of information and the
design space for reliable multicast protocols is restricted.
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� Ease of deployment: New technology achieves faster acceptance when the technology is
easily deployed. Reliable multicast protocols should be easily deployable. When network
support is needed to allow for reliable multicast the deployment of reliable multicast is slowed
down.

� Sender Awareness: A sender that needs to be aware of the successful reception at every
receiver is more complex, since it needs to maintain the identity of every receiver and needs to
receive a positive acknowledgment (ACK) about the successful reception from every receiver.
When awareness at the sender about the successful reception at the receivers is not required a
reliable multicast protocol based solely on negative acknowledgments (NAK) is sufficient.

1.3.2 New Challenges

Several new challenges are encountered for reliable multicast transmission that do not exist in unicast
communication:

� Scalability: Scalability is identified as a key requirement for multicast.

In general, a system is scalable when the system keeps working, as it grows in size. Another
possible definition of scalability is to define scalability as the independence of the system
performance of the system size.

In the case of a multicast the system size is given by the number of receivers. Different
numbers of receivers should not lead to a major difference in the throughput of the proto-
col. Scalability with the number of receivers is therefore a requirement for reliable multicast
protocols.

� Heterogeneity of receivers: Different receivers have different properties, such as different
processing rates, different memory resources, and different network connections, and finally a
different path through the network originating at the sender. With the different paths through
the network, different loss rates and different delays are encountered at different receivers.
Reliable multicast must therefore deal with a variety of heterogeneous receiver settings.

� Feedback implosion: Feedback implosion describes the sending of feedback by several re-
ceivers at the same time, leading to a burst of feedback messages at the sender. This occurs for
receiver-based loss detection, where data is lost at several receivers, when all receivers want
to send a NAK back to the sender. Reliable multicast protocols have to develop a mechanism
to avoid such synchronous feedback sending.

� Congestion control: A separate issue, but closely related to reliability is congestion control
for multicast. A general formulation of the problem can be found in [5] were congestion
is defined as the loss of the network utility to a specific user due to an increase of traffic
in the network. Congestion control is the mean to maximize the network utility to a user
and to be fair to other network users. Congestion control is a difficult problem already for
unicast communication and is still under investigation. Even more dimensions are added to the
problem by the consideration of multicast. As with reliable multicast, challenges for multicast
congestion control include the scalability of the control with the number of receivers, the
challenges due to the heterogeneity of paths through the network for different receivers, and
the problem of providing timely feedback while avoiding feedback implosion.
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1.4 Approaches to Reliable Multicast

The current body of literature for reliable multicast is very large. In the following only a short
overview and discussion of the most relevant work to date will be given. A more comprehensive
review of the literature can be found in each of the following chapters about modeling, loss recovery,
feedback, and the comparison of different reliable multicast approaches. We will outline the two
major classes of approaches and then give a brief overview of the most influential work.

Approaches to reliable multicast can be classified in two main classes, where most approaches
fall in the first class:

� Approaches based on support from inside the network. Such approaches have support from
the network in the form of additional functionality or additional resources, such as CPU and
memory. Due to the additional resources provided from the network such approaches typically
result in better performance. The network support for reliable multicast can be provided in the
form of server nodes, located somewhere in the network, or by network nodes themselves.
Support can include, but is not limited to, the capability of retransmission, the accumulation
of feedback and the filtering and redirection of retransmissions to subgroups that require a
retransmission.

� Approaches that are not based on support from the network work on an end to end basis,
only including the multicast group members. Such approaches can further be divided into ap-
proaches, where only the source performs retransmissions and in approaches where potentially
every receiver can affect retransmissions.

1.4.1 Landmarks

Around 1980, the first approaches towards reliable multicast were driven by satellite communica-
tion. By that time, satellites had a simple repeater function. A message sent to a satellite was simply
mirrored at the satellite towards the receivers located in a large area of terrestrial coverage. The
approaches to reliable multicast therefore were limited to approaches without support from the net-
work. The proposed protocols applied unicast loss recovery techniques, such as stop and wait [6],
Go-Back-N [7, 8] and selective ARQ [9, 10, 11].

With the introduction of multicast in the Internet, reliable multicast approaches with support
from the network became popular. A large variety exists among these approaches.

The RMTP approach in [12] uses a fixed setup of designated receivers in a hierarchy, where
designated receivers represent a multicast subgroup. Designated receivers perform retransmission
via unicast and multicast to the subgroup in the case of loss and accumulate feedback down the
hierarchy towards the sender.

The LBRM approach [13] is, as RMTP, an approach that requires support from the network.
LBRM is based on the existence of special log-servers associated with the multicast channel. Re-
quests for retransmissions are directed to log-servers, which in turn affect the retransmission.

A reliable multicast protocol that has support from the network directly by the network nodes
themselves is proposed in [14]. Instead of locating servers in the network, or assigning a special
role to some receivers, the proposal makes minimal changes to routers. The changes in the network
routers allow to redirect requests for retransmission to the closest group member and allow to limit
the exposure of retransmissions to the group members that experience a loss.
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The idea to find the closest group member for retransmission is also present in the SRM protocol
[15]. SRM does not need support from the network, but instead uses delay between group members
as a distance measure. SRM requires a steady exchange of status messages among all group mem-
bers to allow for delay measurements and to exchange the status of reception. For loss recovery,
SRM uses a combination of probabilistic and deterministic delays that in the best case results in (i)
a request to the group member located closest (in delay) to the loss and (ii) a retransmission by the
group member closest (in delay) to the group member that requests the retransmission. The proba-
bilistic component is needed to resolve concurrent requests of members that are at the same distance
from the loss.

An important piece of work is the comparison of sender-based versus receiver-based reliable
multicast approaches [16]. The impact of this paper is twofold, first it shows that receiver-based
reliable multicast approaches scale better with the number of receivers and achieve higher throughput
than sender-based reliable multicast approaches. Second, a processing analysis for reliable multicast
protocols is given that was subsequently used by several authors [17, 18, 19].

An alternative approach to reliable multicast [19] shows that the number of retransmissions is
tremendously reduced, when hybrid type 2 ARQ is used. Parity data is computed at the sender over
original data and transmitted on request from a receiver. Receivers in turn use parity to recover from
loss of any part of the original data. Important in this context is the availability of software parity
coders [20] that achieve very high coding throughput of several Megabytes per second on current
personal computers.

A currently active research topic is congestion control for multicast transmission. While receiver-
based approaches are shown to be scalable for routing [1] and reliability [16] recent proposals sug-
gest the same for multicast congestion control [21, 22, 23].

1.5 Thesis Contributions

We study the problem of reliable data transport from one sender to multiple receivers that are con-
nected via a lossy multicast channel. We investigate mechanisms that ensure full reliability in the
sense that all data transmitted by the sender is received by all receivers. We do not want to limit our
findings to a special network and therefore consider only mechanisms that do not require support
from the network.

With this general problem setting our aim is to achieve scalability of reliable multicast with the
number of receivers. We verify our findings for different size receiver groups ranging from one
receiver up to a million receivers.

The thesis contains the following contributions to the field of reliable multicast:

Modeling

One major contribution is in the field of modeling. Up to now, protocols that have been proposed for
scalable reliable multicast are not shown to be scalable to very large numbers of receivers. This is
due to the fact that simulation and experimental setups have a high complexity that increases with the
number of receivers. We give several analytical means that allow the evaluation of reliable multicast
with respect to its scalability with the number of receivers:

� The evaluation of the loss correlation among receivers dependent on the multicast tree topol-
ogy.
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� The number of multicast transmissions it takes for the sender until all receivers have received
all packets. The number of transmissions is needed for several performance metrics: the time
to complete a reliable multicast transfer, the efficiency of a reliable multicast protocol and the
network bandwidth required.

We give new formulae that allow to assess the expected number of transmissions for indepen-
dent burst loss among the receivers, for packet-level FEC and for hybrid type 2 ARQ, where
parity is coded on demand.

� Timer-based feedback mechanisms are common means to deal with the suppression of feed-
back. Receivers delay feedback sending for a random time and suppress sending feedback,
when feedback from another receiver is received. We give formulae that allow us to calculate
the expected number of feedback messages and the feedback delay. These formulae are valid
for arbitrary distributions of the timer choice at the receivers.

Besides the contributions in the field of modeling, three other major contributions are made in
the field of reliable multicast.

Impact of Multicast Routing on Reliable Multicast

We evaluate the impact of the multicast routing algorithm on reliable multicast. We show that source-
based multicast routing algorithms result in better performance of reliable multicast than non-source
based multicast routing algorithms. A comparison of the multicast trees constructed by the routing
algorithm with generic multicast trees show that the full binary tree (FBT) is a good multicast tree
model with respect to the loss correlation among receivers and the expected number of transmissions.

Loss Recovery

For multicast loss recovery we show that parity transmission is extremely useful in the context in
reliable multicast and that inherently scalable reliable multicast protocols can be built, when parities
are employed in the right way:

� A single parity packet can repair the loss of different packets at different receivers.

We investigate parity transmission for reliable multicast protocols in different forms. We compare
protocols where Forward Error Correction (FEC) is introduced as a transparent sublayer (layered
FEC) and where the reliable multicast protocol is aware of parity coding (integrated FEC) and com-
pare both cases to a protocol without FEC. We make this comparison in several settings: for a
homogeneous and a heterogeneous receiver group and for temporally and spatially correlated loss.

Our findings show that decoding in software at the receiver does not limit the throughput of the
protocol.

Feedback

We give a new timer-based feedback method based on exponentially distributed timers. Expo-
nentially distributed timers have better scaling properties than the usually used uniform distributed
timers:
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� The feedback latency for exponentially timers is lower than with the same number of feedback
messages obtained with uniform distributed timers.

We further show that the feedback mechanism with exponentially distributed timers is robust
against the loss of feedback messages, heterogeneous delays in the network and a wrong choice of
parameters.

For the exponential feedback method we give a method that allows us to obtain an estimation of
the number of receivers. The estimate adapts within seconds to a receiver population that changes
by orders of magnitude.

Comparison

Finally, we quantify the difference in performance of an end to end reliable multicast protocol that
uses parity retransmission by the sender and exponentially distributed timers at the receivers to
a reliable multicast protocol that has support from the network. Our performance measures are
the network bandwidth used and completion time for the transfer. Our findings expose that the
performance of a reliable multicast protocol without support from the network is very close to the
performance of a reliable multicast protocol that is supported by the network, when the amount of
data to transfer is large. For small amounts of data to transfer, reliable multicast protocols with
support from the network achieve better performance.

1.6 Organization of the Thesis

The following chapters are mostly self-contained, since modular subjects are treated one at a time.
Chapter 2 aims to evaluate the effect of different tree topologies and different routing algorithms
on reliable multicast. One outcome of this chapter is that a full binary tree is a good model for a
typical multicast tree. This result is used in chapter 3, where mechanisms for retransmission and
efficient loss recovery are examined. In chapter 4 we give a new method for soliciting feedback
from the receivers and show that feedback is faster than with existing end to end methods. Chapter
5 compares a protocol based on the given end to end mechanisms for feedback and loss recovery to
a protocol that has support from the network. Finally, chapter 6 concludes the work.
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Chapter 2

Modeling

2.1 Introduction

For a large number of receivers the experimental evaluation of a reliable multicast becomes very
costly. To allow for the comparison and evaluation of different reliable multicast protocols, modeling
techniques are needed. In the following we compare different multicast models for the purpose of
reliable multicast.

When designing or evaluating reliable multicast transport protocols, one needs to be able to
compute performance measures such as delay or the number of retransmissions. We will derive the
formulas for computing

� the probability mass function (pmf) for the number of receivers that successfully receive a
packet that is emitted once.

� the mean number of retransmissions until all receivers have successfully received a packet.

Since the exact expression for the mean number of retransmissions is difficult to compute we also
give a simple approximation.

Our aim is to investigate reliable transmission for multicast communication and explore its re-
lationship to multicast routing. Recent multicast routing algorithms have been evaluated in terms
of cost and delay [24, 25, 26], blocking probability [27, 28] and overhead [29]. The impact of the
routing algorithm on reliable multicast transmission has not yet been studied.

Very little work [30, 31, 15] investigated the impact of the topology on reliable multicast. Bhag-
wat et al. [31] studied reliable multicast for three generic multicast trees. We will use similar
generic trees and additionally use multicast routing algorithms to generate more realistic trees for
the evaluation of reliable multicast performance dependent on the tree.

Nearly all performance studies [11, 7, 32, 10, 33] of reliable multicast communication assume
multicast trees where the loss on any link affects only a single receiver. We will consider this special
case of a multicast tree, referred to as MFAN (see figure 2.1), consider and compare it both, with
trees that are the outcome of multicast routing algorithms and with two other generic multicast trees.
We will show that the full binary tree (see figure 2.3) is a more realistic model for a multicast tree
than MFAN.

11
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Figure 2.1: Multi-hop-Fanout (MFAN).
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Figure 2.2: Linear Chain (LC).

2.2 Multicast Trees

The formulas we derive are valid for all types of multicast trees, i.e. they are independent of the
topology of the multicast trees. In order to evaluate the formulas we define three generic multicast
trees and additionally use two of the most popular multicast routing algorithms to compute multicast
trees for artificially generated networks. A multicast tree connects a sender to

�
receivers. The

loss in a multicast tree is dependent on the topology. A tree topology has several parameters, each
of them having a different influence on loss: (i) tree height, (ii) number

�
of receivers (members in

the multicast group), (iii) number of nodes in the tree2, and (iv) the number of receivers affected by
a loss over a single link.

We have chosen the following three generic multicast trees because they behave very differently
with respect to the impact of packet loss on a single link:

� For MFAN (figure 2.1), always only a single receiver is affected by a packet loss on a link.

� For the linear chain LC (figure 2.2), depending on what link the loss occurs, the number of
affected receivers can range from one to all receivers.

� For the full binary tree FBT (figure 2.3), the impact of loss lies between the one for MFAN and
LC, affecting either a single receiver or a subgroup of all receivers.

By keeping the ratio of the number of receivers and the number of tree nodes approximately
at
 �" �

for all three trees (see Table 2.1) we collapse the two parameters (ii) and (iii) that influence
loss into a single one. However, as the tree grows, the tree height will vary if we keep the ratio of
receivers and nodes in the tree fixed (see Table 2.1). To generate ”real” multicast trees we use two
different multicast routing algorithms that optimize either cost or delay:

Cost optimization tries to minimize the sum of the edge costs in the multicast tree. The Kou
Markovsky Berman algorithm [34], referred to as KMB, is a well known heuristic to approach the
optimal cost solution for a multicast tree. It constructs a Heuristic Steiner Tree (HST) [35] based
on the minimum spanning tree algorithm.

2The number of edges in a tree is not stated, since for a tree: � ��� �����	��
 � ������ .
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Figure 2.3: Full Binary Tree (FBT).

MFAN FBT LC

��� � � ��� ��� A
K�� 
 � A

&
' �	��

&
' 4 ��

&
' �	��

tree height ' 
��� 9 � � � ' �

Table 2.1: The characteristic of the three generic multicast trees with respect to the number
�

of
receivers.

Delay optimization minimizes the delay from the source to every receiver. The Shortest Path
Algorithm analyzed by Doar [25] optimizes delay and constructs a shortest path tree (SPT) that
connects every receiver to the source via the shortest path.

10 random networks with '  $ nodes and an average outdegree of
#�"  

were constructed following
a method proposed by Waxman [36] with the modification of Doar [25] that avoids the influence of
the number of nodes on the average outdegree. The method of Waxman is commonly used by the
Multicast Routing community [24, 25, 36, 37] to compare the performance of different Multicast
Routing Algorithms on random networks.

On each of the &  random nets, &  $ multicast groups with varying group sizes (
�
. . . & �  ) and

receivers at random locations had been routed by the two algorithms for Cost (HST) and Delay
(SPT) optimization. The number of nodes in the multicast tree was the number of nodes in the HST
or SPT built in the original graph of '  $ nodes. Two sample multicast trees generated by the SPT
algorithm and the HST algorithm for the same network and the same group of

�
receivers are shown

in figure 2.4.

Figure 2.5 and figure 2.6 show the characteristics of an average SPT and HST dependent on the
number

�
of receivers. Comparing the characteristics of SPTs and HSTs to the characteristics of the

generic trees given in table 2.1, it can be stated that the ratio ���
� � ��� ��� A(D$K�� 
 � A of the generic trees

is about
 �" �

, comparable to HSTs and SPTs for the case of
� � �  receivers (see figure 2.5). The

tree height of SPTs and HSTs is the maximum number of links between the source and any receiver.
Figure 2.6 shows the tree height of SPTs and HSTs as a function of the number

�
of receivers. The

tree height is modeled best by the FBT with its logarithmically increasing height (table 2.1) for a
small number of receivers

���!�$ 
. For a larger number of receivers

���!�$ 
, the tree height of SPT

and HST is constant, since the growth of the tree is limited by the network diameter.
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2.3 Loss Characteristics of a Multicast Tree

Loss in a multicast tree affects several receivers if it happens on a link that leads to several receivers.
We will call such a link a shared link.

Reliable multicast transmission must deal with two major problems:

� Feedback implosion: Receivers in a reliable multicast communication must provide the
source with the status of the reception. Loss on shared links causes loss at several receivers
and increases the amount of feedback.

� High number of retransmissions: The higher the number of receivers, the higher the number
of links in the multicast tree and the average number of retransmissions.

We derive a formula to analytically evaluate the feedback implosion at the source, by calculating
the probability mass function (pmf) of successful and unsuccessful receptions at

�
receivers for a

single packet emission. We also show that shared links have no influence on the expected number of
successful receptions.

We give the expected number of retransmissions needed to deliver one packet to all receivers
and propose a tight approximation that enables loss prediction for adaptive error control mechanisms.

2.3.1 The Number of Successful Receptions in a Multicast Tree

Supposed that a packet is sent once, we are interested in the pmf of the number of receivers that
successfully receive this packet.

Given is a multicast tree mct with:

� source � as the root

�
�

receivers placed at arbitrary nodes and at all leaves. We allow at most one receiver at any
node in the tree and we assume a receiver is not at the source.

� homogeneous link loss probability � of a packet.

Let ��� be the number of receivers out of the
�

receivers in the multicast tree rooted at � that
receive the packet successfully when transmitted once from � . We will give a method to calculate
the corresponding probability mass function for ����� � �*���

that enables us to capture the loss
characteristic of different multicast trees. For the definition of the variables used in the following see
table 2.2.

The pmf can now be calculated in a recursive way, starting at the leaves of the multicast tree. We
need to distinguish two cases:

Node K is a leaf. Then there are no receivers located behind node K and the probability that no
receiver is receiving a packet is & and the pmf evaluates trivially to:

����� � �% $� � & (2.1)
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K A node in the mct.� � The number of receivers in the subtree rooted at K . If K is a receiver, it is not
included. The number

�
of receivers in the whole tree equals

� � .
� � A random variable, describing the number of receivers out of the

� � receivers in the
subtree rooted at K that successfully receive a packet, when transmitted from node
K .

����� � �%��� The pmf of � � ,
�G�% �;("("("�;�� � .� C ��@ 
 �BK � The set of children (immediate successors) of K .� � The number of children of K ,

� � �	� � � 
 � � C ��@ 
 �BK �
� .
A � ���  �; &�� ��� Link success vector for the links leading from K to its

� � chil-
dren. A � � � � �% indicates packet loss on the link to child � ,
A � � � � � & indicates success.� � ���  �; &�� ��� The children receiver vector. Indicates which child of K is a
receiver. � � � � � � & indicates that child � of node K is a receiver,
otherwise � � � � � �% .

� � �	� �����
 � �  �;("("("
;�� � � Behind child receptions vector. � � � � � is the
number of receivers behind child � of K that re-
ceived successfully.

Table 2.2: Definition of variables.

Node K is not a leaf. Then ����� � �%��� is given by the sum of the probabilities of all different
combinations of

�
successful receptions in the tree rooted at K . The recursive way of calculating the

pmf allows the use of already known probabilities ����� � � � � � � �
� at the children � � � C ��@ 
 �BK � of K .
For every node K we have therefore just to look at the adjacent links leading to the children.

We must sum over all the combinations of link success that allow in total
�

successful receiving
receivers located at the children � of K and in the subtrees rooted at each of the children.

For one combination A � of link success the number of successful receptions at the direct children,
being also receivers, is given by the inner product A� � � � . The number of receptions in the subtrees
rooted at the children is given by A�� � � � .

To obtain the number
�

of successful receptions for a given A � the following condition must
hold: �G� A � � � � � � � � � (2.2)

Since � � is constant and A � is given, equation (2.2) selects a subset � � of combinations of receptions
in the subtrees rooted at the children of K :

� � �BA � � � � � ��� �G� A � � � � � � � � � �
A different number of receptions in subtrees behind a failing link does not change the probability

����� � �%��� . � � �BA � � can therefore be reduced by masking the number of receptions in subtrees
behind failing links.

� � �BA � � � � � ��� �G� A � � � � � � � � � (2.3)��� ���5A � � � � � � � � � � � � � � � �
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Figure 2.7: The probability mass function ����� � �%��� for FBT, MFAN and LC for ��� receivers and
� �! �"  $# .

The probability for one combination A � of link success and one � � � � � �BA � � is then given by
the product over the children:

��� � � ; A � � � �
��� � ! ��� ��� ���

�
& 4 � � A � � � � ����� � � � � � � �
�
� �<�
& 4 A � � � �
� (2.4)

Since the link to child � is successful ( A � � � � � & ) with probability �
& 4 � � and the probability of
� � � � � successful receptions in the subtree rooted at child � is ����� � � � � � � �
� . The packet gets lost
( �
& 4 A � � � �
� � & ) on the link to child � with probability � , in which case � � � � � has no contribution.

The probability ����� � �!��� is then given by summing over all link success combinations A � and
all � � � � � �BA � � :

����� � �%��� �
	

���
	

� � �� � � ��� �
��� � � ; A � � (2.5)

We depict ������� �%��� for the generic multicast trees with a link loss probability of � �� �"  $# in
figure 2.7 for

�%� ��� receivers and for
�!� &('$) receivers in figure 2.8.

We can see that the pmfs vary significantly for the three generic multicast trees. This is due to
the fact that the number of receivers affected by a loss on a single link also differs widely for the
three generic multicast trees.

The pmf of the MFAN is the binomial pmf, the pmf of the LC approximates the geometric pmf for
a large number of receivers. The curve of the FBT is multi-modal with peaks at

��� ' ! 8 � ; ' ! 8 � �
' ! 8:9$;("("(" . These peaks are due to a high number of full binary subtrees with ' ! 8:9�; ' ! 8>=$;("("(" receivers
and therefore a high number of possible combinations that amount to a sum of

� � ' ! 8 � ; ' ! 8 � �
' ! 8:9$;("("(" successful receptions, whereas for

� � & successful receptions the number of possible
combinations of full binary subtrees is much lower.

The pmfs for the SPT and the HST for the same multicast group in the same network (figures 2.9
and 2.10) indicate that the variance of the number of successful receptions for the HST is higher than
for the SPT. The high probabilities for low numbers of successful receivers are due to loss on shared
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Figure 2.8: The probability mass function ����� � �%��� for FBT, MFAN and LC for &('$) receivers and
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Figure 2.9: The probability mass function ����� � �!��� for SPT with
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links near the source. We observe that the I�� ">A for the SPT and the HST resemble most closely the
pmf for the FBT.

2.3.2 The Number of Responses

Given a packet is emitted once by the source, we are interested in the number of responses, which
can be either positive or negative ACKs, that can be expected from the

�
receivers in the multicast

tree. We make the assumption that the feedback channel from the receivers to the source is loss–free,
in which case the number of ACKs/NAKs is identical to the number of receivers that have received
or have not received a packet.

The number �.� of successful receptions in the whole multicast tree is the sum of receptions
���  � ���

 �; &�� of all single receivers � : �.� ��� �
� 
 � ���  � . Since we assume uniform link loss � on

all links, the probability of a successful reception for receiver � , which lies C � hops away from the
source, is �
& 4 � � !�� . The expected number of ACKs for every single receiver, which lies C � from
the source is therefore ,�- �.�  � /

� �
& 4 � � !�� . The expected number of successful receptions ,�- ���0/
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in a tree with
�

receivers is then:

,�- ���0/ � ,�-
�	
� 
 �

���  � /
� �	
� 
 �
�
& 4 � � !�� (2.6)

Please note that ,�- �.�0/ is not dependent on the number of shared links, since in (2.6) the path from
the source to every receiver accounts by its full length. This is due to the fact that the expectation of
a sum of random variables equals the sum of the expectations of the single random variables, even
if they are not independent.

We can also express ,�- �.�0/ dependent on the receiver distribution over the tree levels C , by ac-
cumulating receivers that have the same distance from the source. Let K ! be the number of receivers
that lie in tree level C , e.g. C hops from the source, then the expected number of ACKs is given as:

,�- ���0/ �
!������	
! 
 �

K�!��
& 4 � � ! (2.7)

The expected number ,�- �.�0/ of ACK-packets at the source is shown in figure 2.11 as a function
of the number of receivers in the multicast group for a link loss probability � �� �"  $#

. For HST,
the number of ACKs is slightly lower than for SPT, accounting for the fact that the number of links
traversed between the source and a receiver is higher for HST than for SPT.

An error control feedback scheme may use positive ACKs or negative ACKs (NAKs). Let
� � �!� 4 ��� be the random variable that describes the number of unsuccessful receptions, then
the pmf of

� � is:

��� � � �%��� � ������� �!� 4 ���
and the expected number of NAKs for

�
receivers is given as:

,�- � � / �%� 4 ,�- ���0/ "
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� �! �"  $# .

2.3.3 The Expected Number of Transmissions for Reliable Delivery

The expected number of multicast transmissions to deliver a packet to all receivers is an important
measure in reliable multicast communication. The expected number of transmissions captures the
global packet loss behavior in the tree and the cost and the time of a reliable multicast delivery. The
expected number of multicast transmissions depends on the link loss probability � and the topology
of the multicast tree.
In [31], the expected number of multicast retransmissions is given for the case of loss at nodes in
the multicast tree. It is more appropriate to consider loss on a link due to two reasons: loss at the
source node is unlikely and link loss can be associated with loss in output buffers in routers. In
[38], the expected number of multicast transmissions for homogeneous link loss is given by a slight
modification of the formula given in [31]:
Let 2 � be the random variable describing the number of transmissions of a packet until it is received
by node K and all receivers in the subtree rooted at K , given that the packet is always successfully
received by the predecessor (parent) of node K . The Cumulative Distribution Function (CDF) of
2 � , � � � � ��� ���B2 ��� � � , can be calculated in a recursive fashion, starting at the leaves of the
multicast tree. It must be distinguished if node K is a leaf, an internal node, or the source � :

Node K is a leaf. In this case the probability that fewer than � � & transmissions are needed to
deliver the packet over one link from the parent to the leaf is:

� � � � � � ���B2 ��� � � � & 4 � � (2.8)

Node K is an internal node. In this case there exists one link leading to K and at least one child�
. If there are � attempts to deliver the packet over the link leading to node K and it is lost exactly
� times with the probability ���:�
& 4%� � � � 8 � � , then a copy of the packet is forwarded � 4 � times
on every outgoing link to every child. The conditional probability that all children of K and the
nodes in the subtrees rooted at the children are receiving the packet during these � 4 � times is
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� � � ! ��� ��� ��� � � � �:4 �

�
. So we obtain � � � � � by summing over all possible � :

� � � � � �
�

	
�

�� � ���� � � �
& 4 � � � � 8 � � �

� � � ! ��� ��� ���
� � � �:4 �

�

(2.9)

Node K is the source � . In this case there is no link leading to � and consequently only the loss
experienced by its children

�
has to be considered:

� � � � � � �

� � � ! ��� ��� � �
� � � �

�
(2.10)

Using � � � � � , the expected number ,�- 23�0/ of multicast transmissions from the source � is:

,�- 2 �0/ ���	
��
�� �
& 4 � �:� � �
� (2.11)

The expected number of retransmissions is:

,�- 2 �G4!&7/ �9	� � � �� �	
��
 � �
& 4 � � � �

�
�
(2.12)

2.3.4 An Approximation for the Number of Retransmissions

Reliable multicast protocols need to know the expected number of retransmissions. However, the
exact calculation of ,�- 23�0/ as derived above is not practical for several reasons:

� The expected number of retransmissions is hard to calculate, since the calculation of the re-
cursive CDF in Eq. (2.9) is computationally intensive for arbitrary topologies.

� Adaptive transport protocols need simple but effective mechanisms to decide.

We give a tight and very simple approximation. The expected number of retransmissions is
approximately the product of the link loss probability � and the number of links 1 in the multicast
tree:

,�- 2 �G4!&7/�
%��1 (2.13)

Consequently, the number ,�- 23�0/ of transmissions can be approximated by & � ��1 .

Proof For the sake of clarity and to shorten the proof of (2.13) Lemma 1 is used. The exact Lemma
1 and its proof is given in appendix A.1. Lemma 1 states that � �:� � � can be expressed in the form

� � � � � � & 4 	
��� ��� ��� � � � 	

���� ��� ���� � � ;
where the � ��� and � ���� are polynomials in � : � � ����� � � � , with a minimal exponent

��� � � � & .
The difference between the sum � 8� ��� ��� � ��� �� of the

� � of all the polynomials � ��� with
��� � � �
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& and the sum ���� � � ���� � ��� �� of the
� � of all the polynomials � ���� with

��� � � � & equals the

number 1 � of links in the tree rooted at the source � :

1 � � � 8� 4 ����
Using Lemma 1 the proof of Eq. (2.13) proceeds as follows. The expected number of retrans-

missions is:

,�- 2 �G4!&7/ � �	
��
 � �
& 4 � � � �

�
�

� 	
��� � ���

& 4 � � �� 4 	
���� � ����

& 4 � � ��
Then, the ratios

�
& 4 � are approximated by � , yielding

,�- 2 �G46&7/ 
 	
��� � ��� 4 	

���� � ����
Finally are we interested in the term � of the polynomial � , due to its relevance compared with
the terms � 9$; � =$;("("(" . Every polynomial � � � � � � � � is approximated by

� � � , resulting in an
approximation for the expectation of retransmissions as:

,�- 2 �G46&7/ 
 �<� 	 � �� � � � �� 4 	
� ��

� � � �� �
� �<��� 8� 4 ���� � � ��1 �

The last approximation, where higher order terms are suppressed, also gives the condition for
which the whole approximation of the expected number of retransmissions (Eq. 2.13) is tight:

��1 � � &
For ��1 � & , the polynomials � � � � � � � � can not be approximated by

� � � , since higher or-
der terms become more important. For example, a second order term � 9 accounts at least as one
additional link in the approximation of the expectation: � 9 E 1 � �<�B��1 � � � E & .

We compare the quality of the approximation for the two most extreme cases of multicast topolo-
gies. The first one is called linear chain (LC) and is just a chain of 1 links, the other one is the MFAN.
The MFAN3 has one separate link from the source to each of the 1 receivers. In both cases, we have
1 links. LC is the deepest, and MFAN is the broadest multicast tree that can be built with 1 links.
Figure 2.12 shows that the approximation lies between the number of retransmissions of LC and
MFAN for a wide range of link loss probabilities � and number 1 of links. The high number of
retransmissions of LC compared to MFAN further shows that the tree height has a major impact on
the number of retransmissions.

3To get the most extreme multicast tree, we reduce the tree height of the MFAN to � , compared to the previous definition
of MFAN with a tree height of � (figure 2.1).
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The approximation ��1 is also compared to the number of retransmissions of various HSTs and
SPTs via simulation of reliable multicast transmission. The link loss probability is � �  �"  & . Only
SPTs and HSTs with up to &  $ links were considered in order to meet the condition ��1 � & for the
approximation. Figure 2.13 shows that ��1 approximates very well the number of retransmissions for
SPTs and HSTs with 1 � �  links. Note that the SPTs and HSTs represent a wide range of various
tree topologies.

2.3.5 The Number of Transmissions for Large Numbers of Receivers: A step-
like behavior

For an increasing number
�

of receivers, the number 1 of links in the tree increases. For a large
number 1 of links, the approximation ,�- 2 � 4�&7/ 
+��1 can not be applied, since the condition
��1 � & will often not hold.

In [19] it is shown that a FBT can be modeled by a MFAN if the number of transmissions is of
interest. For homogeneous link loss, the expected number of transmissions for a FBT with

� ��� �
receivers is approximately given by the expected number of transmissions for a MFAN with a smaller
number of receivers

� �!� ��� � .
We will therefore use the MFAN as a model for the examination of the expected number of

retransmissions for a large number
�

of receivers. For the sake of simplicity we assume a MFAN,
where every receiver is connected to the source via one link (

�!� 1 ).
The expected number of transmissions in a MFAN is given by Eq. (2.12) as:

,�- 2 �G46&7/ � �	
��
 � & 46�
& 4 �

� � �

Figure 2.14 shows the expected number ,�- 2 � 4 &7/ of retransmissions for
�%� & ;("("("
; &  �� receivers.

We observe that the number of retransmissions is logarithmically increasing with the number of
receivers. The function

���� ,�- 23��4%&7/ exhibits a step-like behavior. We further observe that as
� becomes smaller the period becomes longer and the steps become flatter. Each step appears to be
exactly one retransmission higher than the preceding one.

We are interested in explaining the behavior of ,�- 2 � 4�&7/ with the number of receivers. ,�- 2 � 4
&7/ can be rewritten using the binomial formula and exchanging summation. The obtained sum with
alternating signs does not lead to an explanation of the step like behavior.

Expansion in series of ,�- 23��4!&7/ results in an explanation of the steps. By expansion with the
exponential series and the logarithmic series (1668, Nicolaus Mercator) we obtain:

,�- 2 �G46&7/ � �	
��
 � & 4

�	
� 
�� ��@���� �
& 4 � � �
�	�K�� � �

� �	
��
 �

�
& 4 �	

� 
�� �	45& �	�>� �K�� � �	� 
 � � �
�
�	� � �

Since the loss probability � is small, we approximate�	� 
 � �
� �
� 
%� �
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and obtain this way:

,�- 2 �G4!&7/�
 �	
��
 � & 4

� 8 �����

For a given number
�

of receivers and a given loss probability � the terms & 4 � 8 ��� � in the sum lead
to the explanation with an increasing � :

� For small � the terms become & .
� For a certain � � the term & 4 � 8 ��� � � will neither become

 
, nor & .

� Increasing � further, all following terms with � � � � become
 
.

Therefore, the behavior of ,�- 23��4!&7/ between two steps, for the corresponding range of receivers,

is almost completely determined by one term & 4 � 8 ��� � � , see figure 2.14. The number of terms with
small � � � � determine the height of step � � . Other terms have no impact on ,�- 2 �G4!&7/ .

In [39] another approximation of ,�- 2 ��4!&7/ is obtained via Mellin transforms and bounds on
the amplitude of the oscillating function are given.

2.4 Implications of our Work

We now demonstrate the impact of our results in the following two domains:

� We show that multicast routing algorithms that optimize delay achieve better delay and through-
put performance for reliable multicast communication than algorithms that optimize the tree
cost.

� We show that the FBT is a good generic model of a multicast connection and that more realistic
results are obtained than with the commonly used MFAN.
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2.4.1 Impact of Routing on Error Recovery

Multicast routing algorithms have been designed that take mainly into account cost and delay. How-
ever, the impact of the routing on the performance for reliable transfer is left aside.

For a given loss rate, the performance of error recovery schemes for point-to-point connections
is determined by the Round Trip Time (RTT) between the source and the receiver. We define the
Round Trip Time as two times the sum of the propagation and transmission delays of the links
on the path from the source to the receiver. In the following, the impact of SPT routing and HST
routing on the performance of reliable delivery is evaluated by comparing the RTT and the number
of retransmissions.

For a multicast connection, the receiver connected to the source via the longest path (in terms
of delay) is the bottleneck for the error recovery scheme that uses positive ACKs. The RTT of a
multicast connection is therefore defined as two times the sum of the propagation and transmission
time on the links on this longest path. This path, of course, depends on the routing algorithm.

The number of retransmissions for SPT and HST is obtained via simulation, since the computa-
tion of ,�- 23��4%&7/ (2.12) via (2.10), (2.9) and (2.8) is very expensive. The link loss probability is
� �  �"  & . Every point in figure 2.16 is obtained as an average for &  $ trees, each tree being con-
structed for a different set of

�
receivers, where a different random network is used every &  trees.

Figure 2.16 shows that the difference between HST and SPT in terms of the number of retransmis-
sions is minor. However, on the other hand is the RTT for a HST about two times higher than than
the RTT for the SPT (see figure 2.15).

From the two observations, we conclude that delay optimization (SPT) in multicast routing al-
gorithms yields better delay and throughput performance for reliable transmission than does cost
optimization (HST).

In addition, applications with stringent time–constraints also profit from routing algorithms that
optimize delay (SPT). In recent years, routing algorithms have been designed that optimize cost and
try to meet a delay–constraint. However, most of the algorithms optimizing cost do not support
dynamic multicast group membership changes – the SPT does.

We showed that reliable multicast performs better when the underlying multicast routing algo-
rithm does delay optimization instead of cost optimization. Besides the benefits for reliable multicast
other arguments are appealing to adopt SPT routing for multicast routing: SPT routing can use the
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underlying unicast routing algorithm, supports dynamic membership changes, and assures good per-
formance for time-constraint delivery.

2.4.2 A Good Multicast Tree Model: Full Binary Tree

We saw in previous sections that the loss characteristics of the FBT are very close to the loss char-
acteristics of HST and SPT.

To confirm that the FBT is a good generic model for a multicast tree, we compare the link share
in different trees, i.e. to what degree do receivers in a tree share common paths.

Let 1 be the number of links and
�

be the number of receivers in the multicast tree, then the link
share of one link @ � , � � & ;("("("�; 1 can be defined as the number of receivers �


 ��@ � � that share the cost
on link @ � divided by the total number of receivers: @BA$��@ � � � � ��� � � �� . The link share @BA for the entire
tree mct is defined as the average link share of all links:

@BA$� � ��� � � &
1

�

	
��
 �

� 
 ��@ � �� (2.14)

For a tree, there are several methods to define a measure of link share. We compared measures of
link share and found that the definition given in (2.14) reflects well the degree to which receivers
share links in a tree. For a further discussion on definitions of link share see [40].

The link share of the FBT is nearly identical with the link share of the SPT (see figure 2.4.2). The
HST has a higher link share than the SPT since the routing algorithm tries to connect the receiver set
with a minimal cost, resulting in a high number of receivers that share an average single link in the
multicast tree.

The choice of the FBT as a good multicast tree model due to the degree to which receivers share
the links is also based on the pmf of the number of successful receptions. The number of successful
receptions is highly dependent on the tree topology, since loss may affect several receivers - due to
shared links. The similarity in shape of the pmf for the FBT (figure 2.7) and the pmfs of SPT (figure
2.9) and HST (figure 2.10) suggest the FBT as a good tree model. The FBT tree model is further
confirmed by the number of retransmissions needed for reliable delivery. Figure 2.16 shows that the
performance of the FBT topology is close to the performance of HST and SPT.
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Our results so far are based on a homogeneous link loss probability. For heterogeneous link loss
the pmf of the number of successful reception mainly depends on the location of bottleneck links
with high loss probability and on the number of receivers in the subtree rooted at such a bottleneck
link. The FBT provides a rich model that allows for a variety of heterogeneous link loss settings,
including: several bottlenecks and bottlenecks in sequence.

Another model for a multicast tree is proposed in [30]. The tree model is the outcome of loss
measurements on the MBONE. The authors report high loss at the source and high loss at the re-
ceivers, while backbone loss is minor. This spatial loss correlation among receivers is reflected by
the proposed tree model, referred to as modified star: a source is connected via one link to a MFAN
topology1.

For homogeneous link loss, the modified star models exactly a GEO (geosynchronous earth orbit)
satellite with one uplink and multiple downlinks. For more complex tree topologies the modified
star does not reflect well shared loss, since only one shared link exists. Therefore the pmf of the
number of successful receptions for the modified star is comparable to the one of the MFAN with an
additional peak at �.� �% (compare figure 2.7).

For heterogeneous link loss, the authors [30] derive link loss probabilities from the loss mea-
surements, such that the modified star can serve as a tree model for a small number of receivers in a
real world scenario.

2.5 Conclusion

In this chapter, we evaluated the impact of multicast routing on reliable multicast and obtained two
main results. First, multicast routing that optimizes delay was shown to achieve better throughput
and delay performance for reliable multicast than cost optimal routing. Second, the full binary tree
(FBT) was shown to be a good generic model for the loss characteristics of real multicast trees and
provides more realistic results than the MFAN for which a loss affects always only one receiver. We
derived two characterizations that enable the comparison of routing algorithms and error recovery
mechanisms with respect to the multicast tree topology, namely a pmf for the number of successful
receptions when a packet is emitted once from the source and the expected number of retransmissions

1A MFAN that connects every receiver with one link to the source
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needed to deliver a packet from the source to all receivers. We also showed that the product ��1 of the
link loss probability � and the number of links 1 in an arbitrary multicast tree tightly approximated
the expected number of retransmissions under the condition that ��1 � & .
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Chapter 3

Loss Recovery

3.1 Introduction

To recover from loss, two well known techniques exist: ARQ (Automatic Repeat Request), which
retransmits the lost data and FEC (Forward Error Correction) which transmits redundant data, called
parity data along with the original data. With FEC, if the amount of original data lost is not more
than the amount of parity data received, the parity data can be used to reconstruct the lost original
data. Coding theory [41] distinguishes between two types of errors: (i) corruption of data, where
bits are corrupted and (ii) erasure of data, where the whole packet is lost. While FEC is able to
recover from both types of errors, we use FEC only to recover from erasures.

FEC by itself cannot provide full reliability. However, when coupled with ARQ, FEC can be
used to produce inherently scalable reliable multicast transport protocols. If introduced as a sepa-
rate layer beneath the ARQ layer, it has the effect of reducing the packet loss probability and thus
reducing the number of packet retransmissions and network bandwidth requirements. If integrated
with ARQ, then FEC has a very high repair efficiency and, therefore, substantially reduces the net-
work bandwidth requirements of an application requiring reliable multicast data transport. Integrated
FEC/ARQ schemes are also referred to in the literature as hybrid ARQ [42].

In the thesis, we study the effectiveness of both approaches of combining FEC with ARQ. We
find that a layered approach makes more efficient use of network resources than an approach based
solely on ARQ except in conditions where losses are temporally very bursty. When integrated with
ARQ, FEC provides a substantial reduction in the usage of network resources, even when losses
are temporally correlated. Moreover, increased processing efficiency is achieved by the sender and
receivers, even when FEC is implemented in software.

There is a large body of literature on the subject of reliable multicast - some of which focus on the
use of FEC. An early paper by Metzner [43] studied the use of hybrid ARQ for reliable multi-point
transmission in the context of a block data transfer with independent and homogeneous loss. Metzner
suggested the use of Reed Solomon codes for parity computation and quantified the benefits of such
a scheme in terms of the mean number of parity packets transmitted in the first retransmission round
for a small number (up to 50) of receivers. Recently, Huitema [44] studied the benefits of FEC when
used as a layer underneath the reliable multicast layer for the case of independent and homogeneous
loss.

31
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Most other reliable multicast protocols use only ARQ to assure reliability. In order to achieve
scalability and avoid feedback implosion these protocols use slotting and damping [45, 46] or intro-
duce a hierarchy [12, 47, 48]. Both solutions are not without disadvantages:

� Slotting and damping requires a careful choice/ estimation of parameters.

� Introducing a hierarchy poses the problem of selecting designated intermediate nodes that are
required to have special functionalities. Also special care must be taken to cope with the
failure of a designated node.

Coupled with these approaches, however, FEC can increase efficiency and scalability.
The rest of this chapter is organized as follows. Section 3.2 provides a brief overview of FEC.

Section 3.3 compares the two approaches on how to combine FEC and ARQ in a reliable multicast
protocol stack and evaluates their performance in the context of homogeneous and heterogeneous
populations of receivers. Section 3.4 considers the performance of the two approaches in the pres-
ence of spatially and temporally correlated losses. As the focus of Sections 3.3 and 3.4 will be on
network bandwidth requirements, Section 3.5 will focus on the end-host processing requirements by
comparing the performance of two generic reliable multicast protocols: one with and one without
FEC. Conclusions are drawn in Section 3.6.

3.2 How FEC works

3.2.1 Theory

The use of Forward Error Correction (FEC), as an alternative or complement to ARQ for reliable
multicast transmission, has been investigated by different authors [43, 49, 50, 44, 38]. FEC involves
the transmission of original data along with additional redundant data which can be used to recon-
struct the original data if some of it is lost.

A Reed Solomon Erasure correcting code (RSE code), such as the one described by McAuley
[51], is used to generate the redundant data. Suppose we have

�
data packets



� ; 
 9 ;("("("�; 
 � each of

which is � bits long. The RSE encoder takes


� ;("("("�; 
 � and produces parities I � ;("("("�; I ��8 � each

� bits long. We also use the parameter C to denote the number K�4 � of parities.
For the purpose of coding, we consider the vector

�
 � - 
 � ;("("("�; 
 � / of data packets as elements of
the Galois field

�
���B' � � [41]. Given a primitive element � of

�
���B'�� � , a �BK ;���� matrix

�
�
� � � �� � �

with elements in
�
���B'�� � is defined:� �� � � � ��� � ;� � � � ' � 4 ' ;� ��� � � 4!& (3.1)

The RSE coder can produce up to K � '�� 46& FEC packets as components of
�	 � � - 	 � � ; 	 �9 ;("("("�; 	 �� / :

�	 � � �
�
�
 � (3.2)

The matrix
�

� has the property that any
�

out of the '��64 & row vectors are linearly indepen-
dent. Therefore, at the RSE decoder any

�
components of

�	 � are sufficient to uniquely specify

� ; 
 9 ;("("("�; 
 � .

This basic RSE scheme is not a systematic code, i.e. the data packets


� ; 
 9 ;("("("�; 
 � are not part

of
�	 � . As a consequence, the RSE decoder must always solve

�
simultaneous linear equations to

retrieve the data packets


� ; 
 9 ;("("("�; 
 � from

�
components of

�	 � .
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Fortunately, there is a simple solution to avoid this decoding complexity. Prior to coding, gaus-
sian elimination on the matrix

�
� is used, to turn the first

�
row vectors of

�
� into a � �:;���� identity

matrix. Using this
�

, coding
�	 � � �
 � results in the first

�
components of

�	 being copies of

� ; 
 9 ;("("("�; 
 � . The other components of

�	 are the parities: I � � 	 �
�
� for � ��� & ;("("("�; KG4 � � .

The RSE decoder at the receiver side can reconstruct the data packets


� ;("("("�; 
 � , whenever it

has received any
�

out of the K packets


� ;("("("�; 
 � ; I � ;("("("
; I ��8 � . The

�
data packets will also be

referred to as a transmission group, or TG. The K packets


� ;("("("
; 
 � ; I � ;("("("�; I ��8 � will be referred

to as a FEC block. Sending the original data as the first
�

packets of the FEC block simplifies
decoding:

� If all
�

data packets are received, no decoding at all is required at the receiver.

� If @ � K�4 � out of the
�

data packets are lost, the decoding overhead is proportional to @ .
There are multiple benefits using parity packets for loss recovery instead of retransmitting the

lost original data packets:

� Improved transmission efficiency:
A single parity packet can be used to repair the loss of any one of the K data packets. This
means that a single parity packet can repair the loss of different data packets at different
receivers. Hence, FEC is particularly well suited for a multicast scenario.

� Improved scalability in terms of group size:
An ARQ scheme which retransmits the original packets requires the sender to know the se-
quence numbers of the lost packets. By using parity packets for loss repair, the sender only
needs to know the maximum number of packets lost by any receiver within a TG but not their
sequence numbers. Feedback is reduced from per–packet feedback to per–TG feedback.

� Reduction of unnecessary receptions:
Multicasting retransmissions for loss recovery results in unnecessary receptions at all receivers
that do not need the retransmission. Such unnecessary receptions waste processing capacity.
As we will show later, the number of unnecessary receptions is significantly reduced with
parity transmission.

3.2.2 Practical Aspects

The size of a packet, � , will typically be on the order of several hundred bits (ATM cell) to several
thousand bits (IP datagram). RSE coders that operate on symbols of that size are difficult to imple-
ment. The hardware architecture for the RSE coder proposed by McAuley [51] uses a symbol size
� with �

� ) or �
��# ' . The software (SW) implementation of the coder by Rizzo [20] uses

�
� ) and can therefore use a fast table lookup for multiplication and division.
In the case of � � � , we need to choose � � � E

� where � is an integer. We then perform
multiple parallel RSE encodings for each � -bit symbol in each data packet (see Figure 2 of [51]).
For example, we perform RSE on the first � -bit symbol of each of the

�
data packets and obtain

K�4 � � -bit parity packets. We repeat this on the 2nd � bit symbol of the
�

data packets and so on.
The number of elements in a Galois field

�
���B'

� �
is limited to '

�
elements. Therefore, the

symbol size � must be picked sufficiently large such that K � '
�

. For our purposes, �
� ) will be

sufficiently large.
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In order to assess the encoding and decoding speed we measured the throughput of the software
coder by Rizzo on a Pentium PC 133 running Linux. The amount of original data is split equally into�

data packets of � � & KByte each. The amount of redundancy, given as the percentage C>D � E &  $ $F
of the original data, is produced (encoding) or used for reconstruction (decoding) together with the
originals received.

Figure 3.1 shows the encoding and decoding throughput. The encoding throughput denotes the
amount of original data processed per second, given that a percentage C>D ��E &  $ $F of parity data is
produced from the original data. The decoding throughput denotes the amount of parity and original
data processed per second to reconstruct a percentage of C>D �GE &  $ $F of original data that are lost.

The analysis of the coding and decoding algorithm in [20] is confirmed by our own measure-
ments. We observe that:

� The encoding speed is inversely proportional to the amount of parity data produced.

� The decoding speed is inversely proportional to the amount of original data lost and recon-
structed, i.e. the amount of parity data used for reconstruction.

� Both encoding and decoding throughput are inversely proportional to the TG size
�

(see eq.
B.6 and eq. B.7 in the Appendix).

� The decoding throughput is slightly less than the encoding throughput.

� For a constant TG size,
�

, the throughput in Mbit/s of the encoder and decoder is insensitive
to the packet size � .
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Figure 3.1: Coder and decoder throughput in Mbits/s with respect to the percentage of redundancy
C>D �GE &  $ $F and the TG size

�
.

If we look at the absolute encoding performance (Figure 3.1), we observe in the case of a TG
size of

�G�%H
, that we achieve a coding rate of � � Mbit/s, when one parity packet is produced ( & � " #$F

redundancy). This means the first parity packet for a TG of size
�G�%H

is available after &('$��� s. Such
high performance and the fact that the transmission rates of many current multicast applications are
typically less than &  $ KByte/s, suggests that coding in software will not affect the packet sending
rate and that loss recovery using parity data is feasible. This point will be further investigated in
Section 3.5.1.
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3.3 Placement of FEC in a Reliable Multicast Protocol Stack

There are a number of different ways that FEC can be introduced to a reliable multicast protocol
stack. The simplest approach is to add a layer responsible for FEC between the network layer
and the reliable multicast layer (RM), such that the RM layer sees a more reliable network. The
second approach is to integrate FEC with reliable multicast and place it into a single layer. These
approaches, henceforth referred to as layered FEC and integrated FEC are illustrated in Figure
3.2.

The advantage of layered FEC is the separation of FEC and the reliable multicast layer. Thus
a designer can focus on the problem of reliable multicast without worrying about the intricacies of
FEC. In addition, an FEC layer can be used by other applications that may benefit from a more
reliable network. Huitema [44] has established the benefits of layered FEC in terms of reducing the
network traffic. We will review this work in Section 3.3.1.

Network

FEC

RM

Application

Data Link

(a)

Application

RM/FEC

Network

Data Link

(b)

Figure 3.2: (a) Layered FEC. (b) Integrated FEC.

Given the simplicity of layered FEC and its potential performance benefits, it is reasonable to
ask whether integrating FEC and reliable multicast can provide additional performance benefits that
would outweigh the additional complexity required of such an approach. We shall examine this
question in Section 3.3.2.

The emphasis of this section and Section 4 will be to compare the average number of transmis-
sions required to transmit a packet reliably to all receivers using layered FEC, integrated FEC, and
no FEC. The average number of transmissions is an important metric because it reflects directly the
network bandwidth required to support reliable multicast. In addition, it is also correlated to the pro-
cessing requirements at the end/hosts (which will be examined in Section 3.5). Last, although we do
not examine the latency reduction benefits of FEC, we expect that a reduction in the required number
of transmissions will often lead to a reduction in latency, especially for a multicast transmission of
large amounts of data (bulk transfer).

Throughout this section we will consider a single sender with an infinite supply of packets send-
ing to

�
receivers. We assume that packet losses occur as independent events, both spatially and

temporally with probability I . We examine the effect that different loss probabilities have on the
performance of reliable multicast in Section 3.3.3.
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3.3.1 Layered FEC

Consider layered FEC based on the RSE codes described in the previous section. At the sender, the
RM layer passes the packets to be sent to the FEC layer. The FEC layer constructs and sends a FEC
block: it takes

�
original packets, produces C parities and sends all of the packets to the receiving

FEC layer. Whenever the FEC layer receives an original data packet, it passes it to the RM layer and
keeps a copy for decoding purposes in case of loss. Whenever the FEC layer receives at least

�
out

of
� � C packets, all of the lost original packets are reconstructed and delivered to the RM layer. If

fewer than
��� C packets are received, the lost original packets cannot be reconstructed and the FEC

layer discards the received parity packets. The sending RM layer then retransmits the lost originals
as part of a new FEC block.

Let �<� �:; K ; I � denote the probability that the RM receiver does not receive a random data packet
from the TG sent by the RM sender. In particular, a packet from a TG is lost at the RM receiver
if it is lost by the FEC receiver and if more than C 4�& � K 4 � 4�& of the other K 4�& packets
from the FEC block are lost. This was first proposed and studied in [44]. Therefore the packet loss
probability at the RM receiver is given by

�<� �:; K ; I � � I
��
& 4

��8 � 8 �	
��
�� � K�46&

� � I � �
& 4 I � ��8 � 8 ���� ; & � � � K (3.3)

Let 2 � denote the number of times an arbitrary data packet is transmitted before all RM receivers
have received it. The probability that fewer than � � & data packet transmissions are required by a
single RM receiver is & 4 �<� �:; K ; I � � ; � �% �; & ;("("(" . The cumulative distribution of 2 � is therefore:

���B2 � � � � � �
& 4 �<� �:; K ; I � � � � ; � �% �; & ;("("("
Let 2 be the equivalent of 2 � with the additional accounting of parity packets added at the FEC
layer. This quantity is difficult to define precisely; however, its average is given by

,�- 2 / � K:D �GE ,�- 2 � /
� K:D �GE �	 ��
�� �
& 4 ���B2 � � � �
� (3.4)

Figures 3.3 and 3.4 illustrate the typical behavior of layered FEC for different size transmission
groups,

�%� H�; '  �; &  $ , when the numbers of parity packets are C � ' and C � H
. First, we

observe a decrease in the expected number of transmissions when FEC is introduced and the receiver
population is large; an observation first made in [44]. Second, FEC introduces a constant overhead
of C>D � , which results in ,�- 2 / 
%K:D � for a small number of receivers: this overhead results in worse
performance than a non FEC protocol. Once the number of receivers is sufficiently large, the FEC
overhead is amortized by the usage of FEC packets to repair different losses at different receivers
and the introduction of FEC for large numbers of receivers results in a better performance than a non
FEC approach.

Figures 3.3 and 3.4 show the difficulty of choosing the right parameters C and
�

for layered FEC.
For example, a TG of size

�G� &  $ with C � ' parity packets exhibits worse performance than TGs
of sizes

����H
and

��� '  with the same number of parity packets. On the other hand a TG of size��� &  $ coupled with C �%H parity packets performs better than TGs of sizes
�G�%H

and
�G� '  for
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Figure 3.3: Non FEC versus layered FEC with C � ' parity packets for different TG sizes
� �

H�; '  �; &  $ and loss probability I � &  08:9 .

receiver populations in the 1 to 200,000 range. We have observed similar behavior for a wide range
of packet loss probabilities.

The mean number ,�- 2 / of transmissions is logarithmically increasing with the number of re-
ceivers. The curve for ,�- 2 / has a periodicity of 4 
��� �B�<� �:; K ; I �
� and a step like behavior with
increments of K:D � . As the loss probability �<� �:; K ; I � becomes smaller, the period becomes longer
and the steps flatter. For a detailed analysis of the behavior of ,�- 2 / see [39].

3.3.2 Integrated FEC

We now turn our attention to integrated FEC where the RM layer uses FEC to enhance its perfor-
mance.

There are many ways that FEC can be included within the RM layer. We will propose and eval-
uate one such protocol in Section 3.5.1. In order to assess the potential benefits without becoming
involved in a detailed analysis, we will study the following generic protocol.

� The sender sends a TG along with � � C parity packets from the associated FEC block.

� If there are � or fewer missing packets among the
� � � packets sent, all packets within the

TG can be recovered. Each time that a receiver detects a missing packet beyond � , it requests
a new parity packet from the sender until it has received a sufficient number of packets (

�
) out

of the K packets in the FEC block to complete the decoding of all
�

packets.

� The sender multicasts parity packets in response to requests until all parity packets associated
with the TG have been used up. At that time, packets requiring retransmission are placed into
a new TG.

We first derive an unachievable lower bound to the expected number of packet transmissions
required to transmit an arbitrary packet to all receivers. This corresponds to the performance of the
above protocol when K �%M . Let 1 � denote the number of additional packet transmissions required
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by a random receiver. The distribution of 1 � is

���B1 �
�! $� � �

	
��
�� � � � �� � I � �
& 4 I � � � �(8 � ;

���B1 �
�
�
� � � � � � � � 46&� 4!& � I � � � �
& 4 I � � ; �

� & ;("("("

Let 1 denote the maximum number of additional packets that are transmitted. Its cumulative
distribution is given by

���B1 � � � � - ���B1 � � �
� / � ; �

�% �; & ;("("(" (3.5)

where

���B1 � � �
� �

�
	
��
�� ���B1 � � � � ; �

�! �; & ;("("("

The mean number of additional transmissions is

,�- 1 / � �	� 
�� �
& 4 ���B1 � � �
� " (3.6)

Finally, defining 2 as before, the mean number of transmissions per arbitrary packet is

,�- 2 / � �B,�- 1 / � � � � � D �:" (3.7)

The protocol analyzed here sends parities pro-actively when � �� 
. Pro-actively transmitted

parities reduce the feedback and may benefit applications with time constraints.
On the other hand the previous section on layered FEC shows that transmitting unused parities

lead to worse performance than with no FEC, when the number of receivers is small (compare
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Figures 3.3 and 3.4). In the remainder of the paper we no longer consider pro-active sending of
parities and � �% .

Next we derive an expression for ,�- 2 / in the case that K � M
. Let � denote the number of

times that an arbitrary packet was transmitted, i.e., the number of blocks transmitted that included
it. Note that the transmission of the first �%4!& groups requires the transmission of K packets each,
just like layered FEC. On the other hand, the number of packets transmitted as part of the last group
is a random variable whose distribution is identical to that of 1 given that 1 � K . Given this, the
expected number of transmissions is

,�- 2 / � �
�B,�- � / 46& � K � ,�- 1 � 1 � K / � D$K
� K �

� �	
��
 � & 46�
& 4 �<�

�:; K ; I � � � � � ��&�
�
	� 
�� �
& 4 ���B1 � � � 1 � K �
�

where �<� �:; K ; I � is computed using expression (3.3) and ���B1 � � � 1 � K � is the properly condi-
tioned version of ���B1 � � � given in (3.5).
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Figure 3.5 compares the expected number of transmissions per correctly received packet under
layered FEC to a lower bound under integrated FEC for a TG size of 7 and loss probability I � &  8:9 .
We observe that integrated FEC has the potential for a large performance improvement over layered
FEC. In Figure 3.6 we examine integrated FEC more closely to determine how many parity packets
are needed to achieve a performance close to that of the lower bound. We observe that in the case of
a TG size of

� � H
, C � # parity packets suffice to attain the lower bound for receiver populations

up to 100,000. Henceforth, we will use the lower bound when comparing integrated FEC to other
approaches.
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and
�%� &  $ $ receivers.

Last, Figure 3.7 shows the influence of the TG size
�

on the performance of integrated FEC.
Increasing the TG size reduces the number of transmissions for integrated FEC to nearly one, even
for a large number of receivers. From Figure 3.8 we observe that this behavior is fairly insensitive
to the loss probability; a large increase in the loss probability has little effect on the performance of
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integrated FEC.

3.3.3 Heterogeneous Receivers

We end this section with a discussion of how our observations change in the presence of hetero-
geneous receivers, i.e. receivers with different loss probabilities. Let I � � � denote the probability
that receiver �

� & ;("("("
;�� loses a packet. If we continue to assume that losses are spatially and
temporally independent, then for layered FEC

,�- 2 / � �	
��
�� �
& 4 ��

� 
 �
�
& 4 �<� �:; K ; I � � �
� � �
� K:D � (3.8)

In the case of integrated FEC, ,�- 2 / is given by equation (3.7) with

���B1 � � � �
��
� 
 �

���B1 � � �
�

(3.9)

Here ���B1 � � �
�

is calculated using I � � � in place of I . We consider a population consisting of two
classes of heterogeneous receivers;

�%E �
& 4�� � receivers with packet loss probability I � � � � &  >8:9
and

�%E
� high loss receivers with packet loss probability I � � � �  �" ' � . This allows us to vary the

fraction � of high loss receivers among all receivers.
We investigate the degradation in performance (increase in ,�- 2 / ) as the number of high loss

receivers increases. In particular, we take the percentage, � � &  $ $F , of high loss receivers to be
& F ;��$F , and ' �$F of the whole group.

The results for reliable multicast without FEC (Figure 3.9) and with integrated FEC (Figure 3.10)
are similar. It can be seen that the influence of the high loss receivers increases with the number of
receivers. For a group of one million receivers, the presence of 10,000 high loss receivers (1% of
the population) is sufficient to double the expected number of transmissions (Figures 3.9 and 3.10).
On the other hand, the presence of one high loss receiver in a population of

�%� &  $ has much less
effect on the expected number of transmissions. Comparing Figures 3.9 and 3.10 we observe that
the presence of high loss receivers has a greater effect in the case of integrated FEC than no FEC.

We further observe that the performance is almost solely determined by the receivers with high
loss rate. For integrated FEC and no FEC we observe that the increase of high loss receivers from
& F over

�$F
to ' �$F results in essentially the same curves with a linear translation in the number

�
of receivers on a logarithmic scale.

For real multicast groups the percentage of high loss receivers is in most cases determined by
the position of a high loss router in the multicast tree and the number of receivers that experience
the high loss of this router. In this case loss is spatially correlated as the receivers downstream will
be equally affected by a loss. In the next section we will examine the influence of spatial correlation
on reliable multicast with FEC.

3.4 Effect of correlated loss on the FEC/ARQ performance

Until now, our focus has been on a scenario where losses are spatially and temporally uncorrelated.
In this section we relax each of these assumptions in an attempt to understand whether and how
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Figure 3.9: Reliable multicast without FEC for different fractions of high loss receivers.
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correlated losses may affect our conclusions. Section 3.4.1 focusses on spatial loss correlation and
Section 3.4.2 focusses on temporal loss correlation.

3.4.1 Shared Loss

Consider a sender and
�

receivers connected by an arbitrary multicast tree. Until now we have
assumed that all losses occur as independent events at the receivers. In a real situation, however,
there will be loss within the tree which will be shared by more than one receiver. In this section
we explore whether and how the presence of such losses affects the conclusions which we have
drawn from the independent loss model. In Chapter 2 the sharing of loss was analyzed for multicast
trees built by different multicast routing algorithms. The authors conclude that the loss sharing in
multicast trees is modeled well by a full binary tree (FBT). In order to investigate the impact of
shared loss we consider a FBT of height



, where the source is the root of the tree and the receivers

are the leaves. We compare FEC for:
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� Shared loss: Losses occur as independent events at each node (including source and leaves)
with probability I � . Here I � is chosen such that the loss probability at each receiver is I :

I � & 46�
& 4 I � � �� � � � "
� Independent loss: Only the receivers lose packets, each receiver independently with proba-

bility I . Other nodes of the multicast tree do not lose packets at all.

Note that each receiver experiences the same loss probability in both models and that there is no
temporal loss correlation.

The expected number of transmissions required to correctly transmit a packet reliably over a FBT
was first derived in [31]. Because the calculation of this quantity is computationally intensive for
large numbers of receivers, we use simulation to investigate the impact of shared loss for numbers
of receivers:

� � ' � , 
 �  �;("("("�; & H . The packet loss probability is I � &  �8:9 , FEC was evaluated
under the assumption that transmission groups were of size

�G�%H
with one transmitted parity packet

( C � & ) in the case of layered FEC.
The impact of shared loss on FEC is shown in Figure 3.11 for layered FEC and in Figure 3.12

for integrated FEC. First, we observe that the mean number of transmissions is lower (often sub-
stantially) when losses are shared than when they are independent. Second, we observe that our
observations drawn from the independent loss model in the previous section continue to hold. How-
ever, receiver group sizes need to be larger before the benefits of layered FEC appear. This is because
a parity does not exhibit the same repair efficiency under shared losses as it does in the presence of
independent losses and may be transmitted needlessly. Figure 3.11 shows that the overhead of trans-
mitted parities with layered FEC is amortized by the repair efficiency for a number of receivers� � �  in the case of shared loss, whereas in the case of independent loss, layered FEC is already
efficient for

� � '  .
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Figure 3.11: Layered FEC with
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and C � & versus non-FEC for Independent and for FBT
Shared Loss with loss probability I �! �"  & .

Another useful observation is that the curves for shared loss appear as translated versions of the
independent loss curves and that the performance of a group of size

�
, regardless of whether FEC

is used or not, can be determined by studying the behavior of a group of size
� � �<� � � �

�
under the
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independent loss model. In fact, the extreme case is when all losses are shared by all receivers in
which case the system can be modeled by a single receiver under the independent loss model. This
carries the following important implication:

� Adaptive transport mechanisms that are based on measurements of receiver loss rates will
overestimate the number of transmissions of reliable multicast if they model losses as in-
dependent events. Coupled with FEC this could lead to an overestimate of the amount of
redundancy needed.

In summary, our results show that shared loss will result in a lower number of transmissions com-
pared to independent loss for all recovery schemes and that the improvement of reliable multicast
transmission due to FEC (compare non–FEC and FEC) is lower when losses are shared than when
they are totally uncorrelated.

3.4.2 Burst Losses

In this section we reexamine the benefits of FEC when losses are bursty. In particular, we assume that
packet losses are described by a two state continuous time Markov chain � ����� where ��� � �  �; &�� .
A packet transferred at time

�
is lost if ��� � & and not lost if ��� �! . The infinitesimal generator of

this Markov chain is

Q
� � 4 � � � �

� � 4 � ���
The stationary distribution associated with this chain is � � �	� � ; � � � where � � � � � D�� � � � � � � and� � � � � D�� � � � � � � . Let I �� � � � � denote the probability that the process is in state � at time

� ��

given that it was in state � at time



, I �� � � � � � ������� � � � � � ��� � � � . These probabilities are given
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by [52, ch. 6].

I �� � � � � �

���������� ���������

� � �
& 4����	� �	45� � � � � � � � �
� D�� � � � � � � ; � � & ; � �% �;

� � �
& 4����	� �	45� � � � � � � � �
� D�� � � � � � � ; � �% �; � � & ;

� � � � � � ���	� �	45� � � � � � � � �
� D�� � � � � � � ; � � & ; � � & ;

� � � � � � ���	� �	45� � � � � � � � �
� D�� � � � � � � ; � �% �; � �% 
for all

� �! 
.

We now consider what effect this kind of loss process has on the expected number of packet
transmissions required for each correctly received packet in the absence of FEC, with layered FEC,
and with integrated FEC. In all cases, we assume that the loss processes are independent from re-
ceiver to receiver.

Let � � &(D�
 be the packet transmission rate and
��

be the expected number of consecutively
lost packets. Given the packet loss probability I , the average burst loss length

� �
in packets and the

sending rate � , the parameters for the loss model are:

� � � 4 I � 
���� & 46&(D ����
� �

�
� � �
& 4 I � D I

When burst losses occur, the timing of the retransmissions influences the performance of loss
recovery. To further investigate this point, we consider different cases as shown in Figure 3.13.

� No FEC: In the absence of FEC, we assume the time between successive transmissions of the
same packet to be spaced by time 
 � � .

� Layered FEC: For layered FEC, we assume the time between the sending of the last packet
of a FEC block and the time of the sending of the first packet in the successive FEC block,
containing the retransmission, to be spaced by time 
 � � . We further assume that a packet
keeps its place in the FEC block for retransmission.

For integrated FEC, the timing considerations depend on the protocol that implements loss re-
covery by parity transmissions. We distinguish between two cases:

� Integrated FEC 1: Parity packets are transmitted with the same rate &(D�
 immediately fol-
lowing the original packets of the TG. When a receiver has received enough parity packets for
the TG, it leaves the multicast group and therefore stops receiving packets. No feedback is
needed for loss recovery and there is no unnecessary delivery and reception of parity packets,
provided that the time needed to depart from the group is smaller than the packet inter-arrival
time. We limit ourselves to the transmission of one TG, though several TGs can be delivered,
staggered in time on different multicast channels.

� Integrated FEC 2: This protocol corresponds to a hybrid ARQ protocol, where receivers
send NAKs indicating the number of missing packets. Feedback is sent after the transmission
of the original packets, after the first retransmission of parities, etc.. Subsequently the sender
transmits the maximum number of parity packets needed by any receiver.



46 CHAPTER 3. LOSS RECOVERY

Integrated FEC 2 is motivated by the fact that interleaving improves the performance of FEC in
case of burst loss [41]. Interleaving allows the sender to spread the transmission of a FEC block
over an interval that is longer than the burst-loss length. The benefit of interleaving is that burst loss
is transformed into random loss. Integrated FEC 2 spaces parity transmissions out by intervals of
length 
 � � , whereas Integrated FEC 1 sends all parities just spaced by 
 . The term interleaving
comes from the fact that packets from different TGs can be sent simultaneously in an interleaved
manner. Note that during the gaps of duration � packets belonging to other TGs are sent.

i i i

i i

original
parity

i

i

no FEC:
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Figure 3.13: Timing considerations of the different approaches for data and parity retransmission.
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First, we will analyze no FEC under the burst loss model. Let 2 � denote the number of trans-
missions required for receiver � to receive an arbitrary packet. Its distribution is

���B2 �
�
�
� �

�� � � � ; �
� & ;

� � I �  � � 
 � � � � 8:9 I �  � � 
 � � � ; �
� ' ;("("("
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Let 2 denote the total number of transmissions required to get the packet to all
�

receivers, It has
cumulative distribution

���B2 � � � � � & 4 � � I � 8 ��  � � 
 � � � � � ; �
� & ;("("("

The expectation of 2 , is given as

,�- 2 / � �	� 
 � & 4 ���B2 � � �

We use simulation to examine the impact of burst loss on the FEC schemes. We choose an
average burst length of

�� � ' , and 
 � �  ms corresponding to a sending rate of � � ' � packets/s
as reported by Bolot [53] for a loaded IP path between INRIA (Sophia Antipolis, France) and UCL
(London, UK). The packet loss probability is chosen to be I �% �"  & , � is chosen to be 300 ms.

Figure 3.14 illustrates the burst length distribution at one receiver under the independent and
burst loss models for these parameters. It can be seen that the tails of both distributions decrease
linearly on a logarithmic scale.

We observe from Figure 3.15 that layered FEC performs worse than reliable multicast without
FEC in the presence of burst losses when the TG consists of

� � H
packets. A larger FEC block

size K � '  �%H permits layered FEC to perform slightly better than no FEC only if the number
of receivers is large. However increasing the FEC block size is not always desirable since the FEC
layer is no longer transparent to the RM layer due to high recovery latencies.
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While large TG sizes are not desirable under layered FEC, it is reasonable to consider large
TGs under integrated FEC. Figure 3.16 shows the performance of integrated FEC 1 and integrated
FEC 2 for different TG sizes (

� ��H�; '  �; &  $ ). For a small TG size of
� ��H

, integrated FEC 1
and integrated FEC 2 outperform reliable multicast without FEC only slightly in the presence of
burst loss. Integrated FEC 2 performs better than integrated FEC 1 for

� � H
, since parity packets

belonging to the same TG are spread out over time (see Figure 3.13) and are more likely to bridge a
loss period. Figure 3.16 also shows that increasing the TG size from

���%H
, to

��� '  and
��� &  $ 
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Figure 3.16: Comparison of integrated FEC 1 and integrated FEC 2 for TG sizes
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significantly improves the performance of integrated FEC. Furthermore, there is little difference
between integrated FEC 1 and integrated FEC 2 primarily due to the fact that the transmission of a
TG is spread over a sufficiently long period of time to span a loss period such that subsequent parity
packets are unlikely to be affected by it. This shows that a large TG size is sufficient to resist burst
loss and that additional interleaving (integrated FEC 2) is not necessary.

3.5 End-host Throughput of a Hybrid ARQ Protocol

In the previous sections we showed that integrating FEC with reliable multicast greatly reduces the
expected number of transmissions over reliable multicast without FEC. This reduction does not come
for free however, since there are processing requirements at the sender and the receivers for coding
and decoding in the case of loss. We will now evaluate the processing load at sender and receivers
and show how the use of integrated FEC affects the achievable end-host throughput of the reliable
multicast connection. We will first present a reliable multicast protocol using integrated FEC, called
NP, and then compare it with a generic version of a reliable multicast protocol without FEC, called
N2.

3.5.1 Protocol NP

There are numerous ways to design a reliable multicast protocol with hybrid ARQ. The design
choices are largely influenced by considerations for the specific type of application, e.g., file transfer
or audio/video transport and its constraints such as high efficiency or low latency.

Protocol NP emphasizes efficiency at the expense of latency by only transmitting as many par-
ities as are required to reconstruct a TG. NP could be used, for instance, by a reliable file transfer
application. Protocol NP is similar to the Integrated FEC 2 scheme from Section 3.4.2, i.e., parity
packets are retransmitted in response to received NAKs. A single multicast group is used for the
transmission of the data and the parity packets. The entire data block is broken up into multiple
TGs, TG �

;("("("
, each consisting of

�
data packets.
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Feedback from the receivers consists of the multicast transmission of NAKs coupled with NAK
suppression as in SRM [45].

The transmission of TG � ; � � & ;("("(" , proceeds in rounds which are interleaved with the rounds of
other TGs.

� Round 1: The
�

data packets of TG � are sent

� Round � � & : @ � � 8 � � parities for TG � are sent, where @ � � 8 � � is the maximum number of
packets over all receivers that still need to be received after � 4!& rounds to reconstruct the

�
data packets of TG � .

The Sender:

� Transmits the
�

data packets in transmission group TG � .
� When done, the sender polls (POLL(i,k)) the receivers for feedback about the number of

packets missing to reconstruct TG � and continues by sending the data packets of TG � � � .
� When the sender receives NAK(i,l) (see below), it interrupts sending data packets of TG

�
if �

� � . The sender then transmits @ new parities for the data packets in TG � and polls
the receivers (POLL(i,l)) for feedback about the remaining number of packets required to
reconstruct TG � . It then resumes transmission of the interrupted transmission group TG

�
.

The Receiver:

� Stores data packets and parities for TG � until
�

packets are received, which allows the receiver
to reconstruct TG � .

� When a POLL(i,s) is received, the receiver computes the number of packets, @ , needed to
reconstruct transmission group TG � and schedules a timeout for returning this information
(NAK(i,l)) to occur in the interval -�BA 4�@ � � �

; �BA 4�@ � & � � � / . Here the slot size � � is chosen
by taking the requirements of the application (low latency, high efficiency) into account.

� When the timeout for NAK(i,l) occurs, NAK(i,l) is re-sent. The timer for NAK(i,l) is
canceled on the reception of NAK(i,m) with �

� @ .
With our slotting and damping mechanism the sender will ideally receive a single NAK(i,l)

after every round as a reply that indicates the maximum number of packets needed by any receiver
to reconstruct TG � .

Protocol NP is similar to protocol N2 of [16] in several aspects: feedback is receiver-initiated
and NAKs are sent via multicast. A receiver receiving a NAK for a particular round will not generate
a NAK for that round. The major differences between NP and N2 are that NP requires feedback for
a TG of

�
packets rather than for individual packets and that NP transmits parity packets for loss

recovery while N2 retransmits the original packets that are lost.
In order to quantify the performance impact of the differences between N2 and NP, we compare

their processing rates at the sender and receiver and their throughput for the case of a one-to-many
transmission. Let

$ �

�
; $ �

� be the per-packet send and receive processing rates of protocol � �
� � ' ; � � � . The achievable end-system throughput

$ �

� is defined as the minimum of the sender and
receiver processing rates: $ �

�

�
� �BK � $ �

�
; $ �

� � (3.10)
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In the following, we compare the processing rates for protocols N2 and NP as a function of the
number of receivers. The processing rates

$�� 9
�
; $�� 9
� were computed in [16]. The computation of

the processing rates
$�� ��

; $�� �� is given in the appendix. To obtain the results, we used the same
values for the various processing times as [16] along with our own measured values (on the same
DECstation 5000/200 running ULTRIX 4.2a as in [16]) for the encoding and decoding times based
on the coder reported in [20]. In our throughput calculations we use ,�- � ��/ � ,�- � ��/ � &  $ $ � sec
(average processing times for sending or receiving a 2 KBytes packet) and ,�- � � / � ,�- � � / �
,�- � �� / � �$ $ 

� sec (average processing time to send or receive a NAK). We use ,�- � � / � ,�- � � / �
'�� � sec for the timer overhead. We measured as coding constants

�
�
� H$ $ 

� sec and the decoding
constant as

� � ��H '  � sec for 2 KBytes packets and a symbol size of �
� ) . The reader is referred

to the appendix for definitions of the above quantities.
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In Figure 3.17, we see that the sender and receiver processing rates are nearly identical for
protocol N2. The processing rates are largely determined by the mean number of transmissions and
NAKs to be processed per packet (see Eq. (B.1) and (B.2)). They decrease as the number of receivers
increases due to the fact that the mean number of transmissions per packet increases.

For NP, the processing rate at the sender is largely determined by the packet processing times
and the encoding times, both of which depend linearly on the mean number of transmissions (see
Eq. (B.4) and (B.6)). At the receiver, the processing rate is largely determined by the decoding time,
which is independent of the number of receivers (Eq. (B.7)) and the packet processing time, which
increases linearly with the mean number of transmissions.

The processing overhead due to FEC is much higher at the sender than at the receivers: the
sender must encode a number of parities, (with expected value ,�- 2 � � /046& ) sufficient to allow the
reconstruction of the data packets of a TG by all receivers. An individual receiver needs to decode
(reconstruct) an average of

� E I packets per TG. Therefore, the receiver processing rate is much
smaller than the sender processing rate.

Protocol NP contains two improvements over N2: loss recovery via parity retransmission and
feedback reduction due to the use of a single NAK per transmission round instead of per missing
packet. By slightly modifying the analysis in the appendix, (Eq. (B.4) and (B.5)) we can obtain the
processing rates for the case that one NAK is returned per missing packet. The results indicate that
reducing the NAKs to one per transmission round, as does protocol NP, has only a minor effect on
the processing rates; the sender processing rate does not change and the receiver processing rate
decreases only slightly for a very large number of receivers.

The processing rates obtained show that NP scales with the number of receivers,
�

, since the
processing bottleneck is a single point – the sender. For N2, this is not the case, since sender and
receivers have the same processing rates. If required, there are some simple solutions to match the
speed of the NP sender and the NP receivers: (i) the sender can pre-encode the packets off-line and
store the parity data together with the original data prior to transmission on disk, (ii) a more powerful
machine can be used at the sender, or (iii) dedicated hardware can be used for encoding. Figure 3.18
compares the throughput given by Equation (3.10) for N2 and NP with and without pre-encoding, for��� '  , I �� �"  & . It demonstrates the extent to which encoding impacts the performance of the NP
protocol. It can be seen that the throughput of NP with pre-encoding is higher than the throughput
of N2 and NP without pre-encoding, even for a small number of receivers.

3.6 Summary

Using FEC in an integrated fashion provides five major benefits:
� Integrated FEC shifts resource usage from the network to the end-systems: the number of

transmissions is reduced and, therefore, the network bandwidth used as well – at the extra cost
of coding/decoding in the end-systems.

� The achievable end-system throughput for protocols based on integrated FEC is higher than
for non-FEC protocols when data is pre-encoded.

� Error-control feedback is reduced: feedback is returned for each transmission group (consist-
ing of

�
packets) rather than for each packet.

� A moderate TG size of
�G� '  will tolerate burst losses, even without interleaving.
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� Scalability with the number of receivers is achieved for reliable multicast up to 1 million
receivers.

We can draw the following conclusions:

� Integrated FEC dramatically reduces the mean number of transmissions as compared to the
use of no FEC.

� Integrated FEC is better than layered FEC for all parameters. In addition, low redundancy is
sufficient to achieve idealized integrated FEC.

� Layered FEC can reduce the number of transmissions in the case of large receiver populations.
However, unlike integrated FEC, its performance is sensitive to the coding parameters and the
presence/absence of burst losses. Layered FEC may be useful for applications with delay
constraints; this is a topic for future work.

� High loss receivers determine the performance of a reliable multicast, even if the fraction of
high loss receivers among all receivers is very small.

� The repair efficiency of FEC is in the case of shared loss not as high as in the case of indepen-
dent loss. For a given number of receivers, shared loss can be modeled by a reduced number
of receivers that suffer independent losses.

� For burst loss, layered FEC can be worse than no FEC. When losses are bursty, the perfor-
mance of integrated FEC decreases, especially for small values of

�
. In this case, interleaving

can improve performance. However, integrated FEC with a large TG size
�

does not need
interleaving.

� For protocols based on integrated FEC (such as NP) the sender is the bottleneck. Pre-encoding
the parity packets or using a higher performance sender machine can yield an end-system
throughput that is three times higher than for a reliable multicast protocol with no FEC, even
when receivers decode online.



Chapter 4

Multicast Feedback

4.1 Introduction

A major challenge in multicast communication is the feedback implosion that occurs when a large
number of receivers send feedback simultaneously to the sender.

We investigate feedback of groups up to &  �� receivers towards a single sender, in the cases that
feedback is used for:

� Reliable multicast: Reliable multicast guarantees the delivery of data from the sender to every
receiver. Feedback messages (FBMs) are needed in order to signal the loss (NAK), or the
successful reception of data (ACK).

� Estimation of the number of receivers: is required to adapt scalable protocols to the number of
receivers, e.g. by adjusting the amount of FEC [19], or to adjust the period of periodic control
message emission.

The amount of potential feedback increases with the number of receivers and may lead to a
high traffic concentration at the sender, wasted bandwidth, and high processing requirements. The
potential for feedback implosion requires a mechanism for feedback implosion avoidance. Several
solutions exist for implosion avoidance based on hierarchies, timers, tokens, and probing; see section
4.8 on related work.

Dependent on the kind of feedback, different mechanisms are suitable to avoid feedback implo-
sion. Three different types of multicast feedback can be distinguished:

� Redundant feedback: If feedback from one group member is sufficient, feedback from fur-
ther group members is redundant and may be suppressed. This is the case for a NAK.

� Full feedback: In this case feedback from every single group member is required and the
meaning of a feedback message depends on the feedback sender. This is the case for an ACK,
where no suppression is possible.

� Group feedback: group feedback requires information about every group member, but the
identity of the feedback sender is not important. This kind of feedback is well suited for
aggregation. An example is the number of receivers in the group, or a histogram of number of
group members per loss rate.

53
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Our concern is loss recovery feedback. In the case where the sender needs to be aware about the
reception status of every single receiver ACKs must be sent by receivers to acknowledge a successful
reception. NAKs alone are not sufficient to provide awareness at the sender, since NAKs might be
lost. One method of avoiding implosion for full feedback is given in RTCP [54], where feedback
message sendings are uniform randomly delayed over a time interval with a size proportional to the
number of receivers.

In [16] it is shown that receiver–based loss detection (NAK feedback) results in a higher through-
put for reliable multicast than does a sender–based loss detection (ACK feedback). These conclu-
sions were drawn under the assumption that a feedback suppression mechanism guarantees the sup-
pression of redundant feedback. For NAK feedback implosion, avoidance is not as easy, since the
number of receivers that wish to send a NAK at the same time depends on the loss and may vary
from no receiver to all receivers.

Very little work [55, 15, 56] was done on the analysis of timer-based schemes for multicast
feedback. We give the analytical foundation of timer-based feedback where the timer choice, the
sender-receiver delays and the delays between receivers can be modeled by arbitrary distributions.
The analysis allows us to compute:

� The expected number ,�- � / of FBMs returned to the sender.
� The expected feedback delay ,�- 2 / due to the timers.

We propose a new probabilistic feedback method for multicast based on exponentially distributed
timers and show by analysis and simulation for up to &  � receivers that feedback implosion is
avoided. We show the robustness of our mechanism to loss of FBMs, to homogeneous delays,
and to heterogeneous delays.

We further evaluate our mechanism in the context of reliable multicast with respect to NAK
implosion avoidance and to NAK latency. A comparison of our mechanism with existing timer-
based feedback schemes shows that the feedback latency of our mechanism is lower for the same
performance in NAK suppression.

Our mechanism requires very little state and has a low computational complexity at every re-
ceiver – independent of the group size. No knowledge about the network topology, nor support from
the network is required to implement implosion avoidance.

Using an estimate of the number
�

of receivers, our feedback mechanism allows us to adjust
the average number of FBMs returned to any value greater than & by trading off fewer FBMs for an
increased feedback latency.

The remaining part of the chapter is organized as follows. In section 4.2 we present an analysis
for timer-based feedback schemes. In section 4.3 we evaluate the performance for reliable multicast
feedback. Section 4.4 shows the robustness of timer-based feedback for loss and heterogeneous
delays. The control of the amount of feedback is discussed in section 4.5. The timer-based feedback
scheme for networks providing only a unicast feedback channel is discussed in section 4.6. Section
4.7 shows how an estimate of the group size is obtained. Section 4.8 discusses the work in the
context of related work and section 4.9 concludes the work.

4.2 Timer-based Feedback

Consider the case where a sender needs to receive at least one FBM from
�

receivers and where the
total number of FBMs returned should be small in order to avoid feedback implosion.
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We consider a feedback mechanism with feedback suppression: A receiver that receives a FBM
of another receiver will suppress its own feedback sending. FBMs are sent on a multicast feedback
channel to be received at other receivers. If every receiver delays its multicast feedback sending by
a random time, feedback implosion can be avoided. In section 4.6 the necessary modifications are
given for the case, where receivers return feedback via unicast.

Our timer-based feedback mechanism works as follows:

1. The sender multicasts a request for feedback (
��; � ; � ) to the

�
receivers.

�
is the identifica-

tion for the feedback round and � the interval size.

2. Receiver � receives the request � ��; � ; � � after

 � time units and schedules a exponentially

distributed timer � � in the interval -  �; � / . The parameter for the truncated exponential distri-
bution is � . When the timer � � expires, receiver � :

� sends the feedback message FBM(
��;

� � ) back to the sender if no other FBM(
��;

� � ) was
received by � .

� suppresses its feedback, if a FBM(
��;

� � ) of some other receiver � was received before
(see figure 4.1 for an illustration of the suppression of � ’s feedback); this requires that �
sends its feedback earlier than � and that the delay


 �� � between receiver � and receiver �
is such that: 
 � � � � � 
 � � � � � 
 �� �

3. On the receipt of the FBMs, the sender computes an estimate
��

for the number of receivers,
using the knowledge about the timer settings of all receivers � that returned feedback: � � ; � ; � ,
see section 4.7.

4. The sender computes � and � for the next request for feedback based on
��

and its require-
ment for the feedback latency and the mean number of FBMs it wants to receive.

The SRM protocol [15] uses a similar mechanism for the sending of NAKs, but has two differ-
ences: First, SRM uses a uniformly distributed timer choice � � from an interval that depends on
the sender-receiver delay


 � . Second, SRM prevents loss of FBMs by scheduling a second request
via an exponential back-off in a larger interval in the future.

dij

di di
Receiver

Receiver

time

z i

djz jdj

i

j

0

Figure 4.1: The timing for the feedback and the suppression of receiver � ’s FBM.

In the following, we analyze the expected number ,�- � / of FBMs returned to the sender from
�

receivers and the expected feedback latency ,�- 2 / due to timers, when FBMs are not subject to loss.
In section 4.4 we investigate the performance under loss of FBMs. First, we introduce the following
random variables:
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� � - one-way delay between the sender and receiver � . The delay
paths are symmetric and

� � expresses also the one-way delay
between receiver � and the sender.

 � - time receiver � delays its feedback.� � ��� � �  � - the time between the sending of the request for feedback and
the time the timer expires at � .� �� � - one–way delay between receiver � and receiver � . The delay
paths are symmetric and

� �� � ��� �  � .� �� � ��� � ��� �� � - time between the sending of the request for feedback and the
reception of � ’s feedback at � .

� � - Bernoulli r.v., describes the number of FBMs from receiver � ,
either

 
, or & .

� � � ���
 � � � - total number of FBMs received at the sender from the group of
receivers.

The densities " � � � 
 � � and " � � � � � 
 �� � � describe the delay

 � of receiver � to the sender and the delay
 �� � between two receivers � ; � . Different timer choices and timer choices dependent on the source-

receiver delay

 � can be compared in their performance when the density for the timer choice is kept

general:
"�� �	� � � � � � � 
 � � (4.1)

Then, the density of
� � �
� � �  � can be calculated by a transform changing variables [57, ch. 6.3],

resulting in:

"�� � ��� � � �
� �8 � " � � �BA � � E "�� �� � � ��� � 4 A � � A � � 
 A � (4.2)

The same way the density of
� �� � ��� �� � �
� � can be derived. Since

� �� � and
� � are independent

the joint density is given by:

" � � � �  � � � 
 �� � ; � � � � " � � � � � 
 �� � � E "�� � ��� � �
Such that the density of

� �� � using the transform in [57, ch. 6.3] is given by:

"�� � � � � � �� � � �
� �8 � " � � � �  � � �BA �� � ; � �� � 4 A �� � � 
 A �� � (4.3)

We assume delays
� � , and

� �� � to be independent among receivers. When only the first timer setting
is considered, the Bernoulli random variable � � describes, whether the FBM from receiver � is sent
( � � � & ) or not ( � � �� ). Receiver � sends feedback only when no other receiver � suppresses the
feedback of � . The probability for receiver � sending feedback is:

����� � � & � � � �� "�� � ��� � �
��

��
 �  ���
 � �
& 4 ��� � � � ��� � �
� 
 � � (4.4)

The analysis of the timer settings given above is valid for arbitrary delay distributions of
� � and� �� � .

For a better understanding of the timer mechanism and the feedback suppression we will first
consider the case where the delays are homogeneous: All receivers � � & ;("("("�;�� have the same
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delay

 � �	� from the sender and the same delay


 �� � �	� to any other receiver � :

" � � � 
 � � ��� � 
 � 4 � � " � � � � � 
 �� � � ��� � 
 �� � 4 � � (4.5)

In section 4.4.2 we analyze the timer mechanism for heterogeneous delays.
We consider the case where all receivers � � & ;("("("	� choose a timer out of an interval -  �; � / –

independent of the delay

 � between sender and receiver:

"�� �� � � � � � � 
 � � � " � � � � � � ;
� � � -  �; � / (4.6)

We are especially interested in the minimal timer, which is the one expiring first. Let 2 ������ ���
 � �  � � be the random variable describing the minimal timer. Since the  � are identically and
independently distributed, the distribution of the minimal timer is given by [58, ch 2]:

�	� � � � � ���B2 � � � � & 46�
& 4 � � � � � �
� �
Our performance measures for evaluating the timer mechanisms are:

� The expected feedback latency ,�- 2 / due to the timer mechanism, given by the minimal
timer:

,�- 2 / ��� �� �
& 4 �	� � � �
� 
 � (4.7)

� The expected number ,�- � / of FBMs at the sender given as:

,�- � / �
�	
��
 � ,����

� � �%� ����� � � & � (4.8)

Using these two performance measures, three different distributions for the timer choice are exam-
ined in terms of feedback suppression and feedback latency: The uniform distribution, the beta
distribution, and the exponential distribution.

4.2.1 Uniformly Distributed Timers

A uniformly distributed timer choice out of the interval -  �; � / for receiver � is given by the density:

" � � � � � � �
�� � �
�

;� � � � � �
 ;

�
� C ��� � �BA �

(4.9)

The expected number ,�- � / of FBMs is:

,�- � / �
� � ;�� � � �! 
& �

�
�
� 4	� ���
 � ;� � � � � (4.10)

The expected feedback latency ,�- 2 / due to the uniform distributed timer choice is:

,�- 2 / � �� � & (4.11)
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Figure 4.3: Expected feedback latency ,�- 2 / for uniform distributed timer choice from intervals
of size � �	��; ' ��;��
��; &  
��; &  (?�� for

�
receivers.

Let the interval size � be a multiple of the delay
�

between receivers. For a large number
�

of receivers, the expected number of FBMs is ,�- � / 
 ��
�

and thus increases linearly with the
number of receivers, see figure 4.2. The feedback latency Eq. (4.11) on the other hand decreases
with

�
, see figure 4.3. As already reported in [15], this means that there exists a tradeoff between

suppression and latency. The approximation ��
�

for ,�- � / and the feedback latency Eq.(4.11) show
the occurrence of a reasonable tradeoff between the two considerations around � �%� � .

Figure 4.4 illustrates how suppression works: All receivers set independently their timer in the
interval -  �; � / . All

�
receivers that set their timer in the interval - � ; � � � / will send feedback. The

other
� 4 � receivers with timers � � � � � � will suppress their feedback sending, since the FBM

of the receiver with the minimum timer � reaches them before their timer expires.
For a uniform timer choice, the only way to adapt the feedback mechanism to the number

�
of

receivers is to change the interval size � , which makes the scheme’s performance dependent on the
accuracy of the receiver estimate:



4.2. TIMER-BASED FEEDBACK 59

c

t
0

T

m

k R-k

timer settings z i

suppressedanswering

Figure 4.4: Timer Setting.

� If the number
�

of receivers is overestimated, the interval size � will be chosen too large and
a high feedback latency will be encountered.

� If the number
�

of receivers is underestimated, the small interval size � will lead to a feedback
implosion.

An alternative to the uniform distributed timer choice and to the intricacies arising from the need to
carefully choose the interval size � is to change the shape of the distribution. Fixing the interval size
gives a bound on the feedback delay. In order to also achieve a low number of FBMs, the minimal
timer needs to be separated as far as possible from the mass of the timer settings. Therefore, the
following properties are desirable for the density " � � determining the timer choice:

� The minimal timer is separated from other timers by enabling a few timers to be set in a broad
range and by grouping most timer settings in a small range.

� Feedback suppression is not sensitive to errors in the receiver estimate.

We investigate two other distributions " � � for the timer choice: the beta distribution and the expo-
nential distribution. Both have parameters that allow us to change the distribution.

4.2.2 Beta Distributed Timers

The beta distribution [59] has two parameters � and
�
. For parameters

� � & ; � � & is a beta
distributed timer choice on the interval -  �; � / given by the density:

" � � � � � � �
��� ��
�
� � � �

� 

�(8 �  � � � � � ;

 �;
�
� C ��� � �BA �

(4.12)

For � � & the beta distribution equals the uniform distribution. The weight of the density shifts
towards � with an increasing � and results in a dense timer setting at high values.

The expected number ,�- � / of FBMs for a beta distributed timer choice is:

,�- � / � � ;�� � � �6 
,�- � / � � � ���


� ;� �� � � (4.13)

� � � � �

��� �
� �(8 � ��& 4 � � 4 �

��

�

 �
8 � 
 �
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Figure 4.5: Expected number ,�- � / of FBMs for beta distributed timer with parameter � � &  
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�
receivers.

The feedback latency of Eq. (4.7) is given as:

,�- 2 / � � � �� �
& 4 � � � � 

� (4.14)

Figure 4.5 shows the suppression performance of the beta distribution with parameter � � &  
for different interval sizes � � ��; ' ��;��
��; &  
� . First, we observe that suppression is achieved by beta
distributed timers for a wide range of numbers of receivers

�
. Second, a moderate interval size

� � &  
� is sufficient to keep the expected number of FBMs ,�- � / � & � for up to &  �� receivers. As
a consequence, feedback suppression with beta distributed timer choice is, compared with uniform
distributed timers, less sensitive to an error in the estimate of the number of receivers. Also the
feedback latency of beta distributed timers, shown in figure 4.6, is relatively insensitive to an error
in the estimate of

�
: For � � &  
� , the feedback latency varies only by � � for the range from &  $ to

&  �� receivers.
As in the case of uniformly distributed timers, a tradeoff exists between the number ,�- � / of

FBMs and the feedback latency ,�- 2 / : the price to pay for good feedback suppression is an increase
of the feedback latency.

Next, we study the performance of different beta distributionsby varying parameter � . Figure 4.7
shows the impact of parameter � on suppression for

�%� &  ? receivers, the corresponding feedback
latency is shown in figure 4.8. We observe from figure 4.7 that the expected number ,�- � / of FBMs
is convex in � with a minimum at some � � . For � � � � the number of FBMs is increasing with
� , since the timer settings are forced on a narrow range close to � . The feedback latency ,�- 2 /
indicates that the minimal timer � also moves towards � with an increasing � � � � . As a result,
the timer settings of an increasing number of receivers fall in the interval - � ; � � � / and the number
,�- � / of FBMs increases.

For � � � � the minimal timer is close to
 

and the other timers are not well separated from the
minimal timer, resulting in feedback implosion.

We further observe from figure 4.7 that the minimal ,�- � / at � � does not depend on the interval
size � , when � is large enough. Therefore optimal suppression is achieved by minimizing ,�- � / for
a given number

�
of receivers, not taking the interval size � into account. Once � � is determined
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for optimal suppression, the interval size � can be used to trade-off feedback latency (Eq. (4.14))
against suppression (Eq. (4.13)).

Now, the remaining question is if better suppression is achieved by beta distributed timers or by
uniform distributed timers, when the feedback latency is the same in both cases. This question will
be answered in section 4.3. We now investigate the exponential distribution.

4.2.3 Exponentially Distributed Timers

The exponential distribution has one parameter � and is defined from 4 M to
M

. A truncated expo-
nentially distributed timer choice in the interval -  �; � / is given by the density:

" � � � � � � �
��� ��

&
��� 4!&

E �
�
������ � ;� � � � � �

 �; ;
�
� C ��� � �BA �

(4.15)
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As with the beta distribution, the weight of the density shifts towards � with an increasing � and
results in a dense timer setting at high values. The expected number ,�- � / of FBMs is:

,�- � / � � ;�� � � �! 
,�- � / � � � ���� 4!&

��� 46&
;� � � � � (4.16)

4 � ����
� � & 4 � 8 ����

& 4 � 8 � � � 46& �
The feedback latency is:

,�- 2 / � � � �� �
& 4 � �

�
4!&

��� 46& � � 
 � (4.17)

Figure 4.9 shows the suppression performance of an exponentially distributed timer choice with
parameter � � &  . We observe a constant suppression performance for a wide range of number
of receivers. For an interval size � � &  
� suppression results in an expected number of FBMs
,�- � / �!#�" � for up to &  ? receivers. Therefore, exponentially distributed timers outperform uniform
and beta distributed timers: their suppression performance is less sensitive to a poor estimate of

�
.

This can be seen by comparing figure 4.2 and figure 4.5.
For more than &  ? receivers, � � &  is too small to separate the minimal timer from all other

timers. The feedback latency shown in figure 4.10 goes to zero and an increasing number of receivers
fall in the interval - � ; � � � / , resulting in an increasing number of FBMs, as indicated in figure 4.9.

For the uniform and the beta distribution we observed a trade-off between suppression and feed-
back latency with the interval size � . This trade-off exists also for exponentially distributed timers,
as shown in figures 4.9 and 4.10.

The impact of parameter � on suppression is shown in figure 4.11. As for beta distributed timers,
,�- � / is again a convex function with a minimum at some � � . We observe that the minimal number
of FBMs with exponentially distributed timers is lower than the minimal number of FBMs with beta
distributed timers for the same interval size � . This is seen by comparing figure 4.11 and figure 4.7.
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Figure 4.10: Expected feedback latency ,�- 2 / for exponentially distributed timer choice with
parameter � � &  from intervals of size � ���; ' ��;��
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�
receivers.

As with beta distributed timers, the minimal ,�- � / is nearly independent of the interval size � ,
if � is large enough (see figure 4.11). The feedback latency dependency on � , shown in figure
4.12 exhibits the same behavior: For different interval sizes, � , the feedback latency converges to 

around the same � . Therefore, � � for optimal suppression can be determined with the number of
receivers, regardless of the interval size � . In section 4.5 the choice of the parameters � and � is
further investigated.

We can draw the following conclusions regarding feedback suppression dependency on the dis-
tribution:

� It is possible to avoid feedback implosion with probabilistic timers by a parametric distribution
for the timer choice, while keeping the interval size � small. As a consequence, the feedback
latency is small.

� Beta and exponential distributionare less sensitive to poor estimates of the number of receivers
than is the uniform distribution:
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� for
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Dynamic changes in the number of receivers by orders of magnitude do not lead to feedback
implosion and have only a minor effect on feedback latency with beta and exponential distri-
butions.

� The parameter of the beta and exponential distribution can be adjusted for a desired suppres-
sion behavior in a tradeoff with feedback latency.

� Exponentially distributed timers outperform uniform and beta distributed timers for feedback
suppression.

In the next section we evaluate the three timer schemes on their performance in the context of re-
liable multicast feedback and will take a close look on the trade-off between latency and suppression
of the three distribution functions.
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4.3 Reliable Multicast Feedback

In reliable multicast communication, negative acknowledgments (NAK) are shown to achieve higher
throughput performance than positive acknowledgments (ACK) [16], if retransmissions are multi-
cast.

The subgroup of receivers that are potential NAK senders depends on the loss of data packets.
The subgroup consists of all receivers that detect a loss and subsequently want to send a NAK.
Without a priori knowledge of loss, the number

� � of receivers in this subgroup is unknown and
may vary from

 
to
�

. Feedback implosion must be avoided for the worst case where all
�

receivers
want to send a NAK. Loss measurements [30] on the Internet have shown that this worst case is not
unusual.

Reliable multicast is not the only scenario where feedback should be solicited fast from a sub-
group of unknown size. Other scenarios include:

� A server selection process. From a large number
�

of servers only those being idle should
respond to a request for a task assignment.

� Multicast congestion control. From
�

receivers, only the
� � receivers that can not keep up

with the sending rate should respond.

� Access Control. A large number
�

of stations are connected to a medium that is limited in
access. A monitor controls the access to the medium and polls all

�
stations for the interest in

access. Only the subgroup of
� � stations wishing to access the medium responds.

We focus on reliable multicast feedback. Let
� � be a fixed number of receivers out of all

�
receivers that lost data. In the following we evaluate feedback latency and choose

� � to be & F of all�
receivers, corresponding to a packet loss probability of I � &  8:9 and an average number of I �

potential NAK senders out of
�

receivers.
We examine the timer distributions for:

� NAK implosion in the worst case: All
�

receivers are potential NAK senders.

� NAK latency in the average case:
� � receivers are potential NAK senders.

For each distribution, we evaluate the tradeoff between the expected number ,�- � / of NAKs in
the worst case where

�
receivers want to send a NAK and the expected feedback latency ,�- 2 ��/ in

the average case where only
� � receivers want to send a NAK.

For both cases, the same interval size � is used. For the uniform distribution, �B,�- 2 ��/ ; ,�- � / �
is uniquely determined by � . The exponential and beta distribution have another parameter � or
� . This parameter is adjusted to the worst case, where all

�
receivers are willing to send a NAK:

,�- � / is minimized for a group of
�

receivers and the corresponding � � or � � is used to evaluate the
tradeoff in � .

The expected NAK latency ,�- 2���/ is the feedback latency in the average case. It is obtained by
substituting

�
by
� � in ,�- 2 / . The expected NAK latency ,�- 2���/ is higher than ,�- 2 / , since the

feedback latency increases with a decreasing number of receivers. The expected number ,�- � / of
NAKs is given as before.

Figure 4.13 shows the expected NAK latency ,�- 2 ��/ versus the expected number ,�- � / of NAKs
for

� � &  $9 receivers. This shows that on the average just one receiver will see a loss and send
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Figure 4.14: NAK latency ,�- 2���/ for optimal implosion avoidance with
�!� &  �� receivers.

a NAK. The exponential distribution outperforms the other two distributions for up to ,�- � / �#$ 
NAKs in the worst case: For the same expected number ,�- � / of NAKs in the worst case the

single NAK of the average case is solicited faster with the exponential distribution than with the
other distributions. For a larger group of

� � &  � receivers, the benefit of using the exponential
distribution is even higher, compare figure 4.14.

Figure 4.14 shows that it is possible to adjust the exponential distribution for
�%� &  �� receivers

such that in the worst case an average of � NAKs are returned and in the average case, the first NAK
is delayed by only

�
one-way delays

�
.

We adjusted the three timer distributions for the same performance in feedback suppression for
the case where all

�
receivers want to send feedback and examined the feedback latency for the case

where only a subgroup of
� � �!� receivers want to send feedback.

Exponentially distributed timers result in faster feedback from the subgroup than with the other
two timer distributions.

Due to the superior performance of exponentially distributed timers we will henceforth just con-
sider those. In the following section we investigate the robustness of exponentially distributed timer
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feedback with respect to loss and heterogeneous network delays.

4.4 Robustness of Exponentially Distributed Timers

4.4.1 Impact of Loss of FBMs

A lost FBM will not suppress sending of FBMs by other receivers. While one might expect that loss
of FBMs will result in feedback implosion, we show in the following that this is not the case.

We consider the worst case, where a FBM is lost directly at the feedback sender and is therefore
not received by all the other receivers. We simulated &  $ feedback rounds and used parameters
� � &  and � � &  
� in order to achieve simulation results that correspond to the former analytical
results (see figure 4.9). FBMs were lost with different probabilities I ���	� � & F ; &  $F ;��$ $F and
compared to the case of loss-free conditions. Figure 4.15 shows that the suppression performance
of the timer mechanism is not sensitive to loss of FBMs for loss rates up to I ���	� � &  $F . We
experienced a similar robustness also for the average feedback delay. For the very high loss rate of
I ���	� ���$ $F

, the average number of FBMs is decreased compared to loss free conditions and the
average feedback latency is slightly increased. The reason for this behaviour is twofold. First, the
FBM due to the minimal timer � is lost with a probability of only I ���	� . Second, if the FBM due
to the minimal timer is lost, the FBM of the next smallest timer � �

�
� where the FBM is not lost

jumps in and performs suppression. The number of timers expiring in - � �
;
� �
� � / is higher than in

- � ; � � � / due to the exponential distribution. However, feedback implosion does not happen since
these unsuppressed FBMs themselves are subject to loss.

We can conclude that feedback suppression using exponentially distributed timers is very robust
with respect to the loss of FBMs.

4.4.2 Impact of Heterogeneous Delays

In a real network, receivers have different delays to the sender and different delays between each
other. In order to understand the influence of heterogeneous delays on the timer mechanism, we
examine the following two cases:
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Figure 4.16: Expected number ,�- � / of FBMs for heterogeneous sender-receiver delays

 � �

�  �; ' � � ; 
 �� � �	� , interval size � � &  
��; � � &  .
� Heterogeneous sender-receiver delays


 � , but homogeneous delays

 �� � �	� between receivers.

� Homogeneous sender-receiver delays

 � �	� , but heterogeneous delays


 �� � between receivers.

Both cases are compared to the case where the delays between sender and receivers and between
receivers are homogeneous, i.e.,


 �� � � 
 � �	� .
Heterogeneous delays


 � , or

 �� � are in both cases beta distributed (see [59]) on the interval -  �; ' � /

with parameters � � ' and
� � ' . The interval size for the timer choice is � � &  
� . This means that

the average heterogeneous delay (either
�
 � � �

, or
�
 �� � � � ) equals the point valued homogeneous

delays
�
.

We simulated the FBM suppression by exponentially distributed timers with � � &  for this
heterogeneous case for

�!� & ;("("("
; &  = receivers and used
L$�$F

confidence intervals.

Heterogeneous delays to the sender

Let us consider the case where the delays between the sender and the receivers are heterogeneous
and the delay between any pair of receivers � ; � is homogeneous,


 �� � �	� .
Figure 4.16 illustrates that FBM suppression performs better for small groups,

� � &  , in the
case of heterogeneous sender-receiver delays, than for homogeneous sender-receiver delays. This is
caused by a wider spread of timer settings over -  �; ' � � � / due to the heterogeneous reception times
 � of the request for feedback, instead of a more narrow setting in - ��;���� � / with homogeneous
sender-receiver delays


 � �	� .
As the group size,

�
, increases, FBM suppression does not increasingly benefit anymore from

heterogeneous sender-receiver delays, since the impact of the number
�

of receivers on the density
of the timer settings, and therefore on suppression, is higher than the small difference in the interval
sizes.

Heterogeneous delays between receivers

Let us now consider a homogeneous sender-receiver delay,

 � � �

, but heterogeneous delays

 �� �

between receivers, with

 �� � � -  �; ' � / . Therefore, the request for feedback is received at all receivers
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Figure 4.17: Expected number ,�- � / of FBMs for heterogeneous inter-receiver delays

 �� � � �  �; ' 
 � ,

interval size � � &  
��; � � &  .

at the same time and all receivers set a timer in the interval -  �; � / .
This is, for instance, the case for a forward channel via a satellite, where receivers are additionally

connected among each other and to the sender via a terrestrial multicast feedback channel. The
request for feedback is sent via the satellite (homogeneous


 � �	� ) while the delay between receivers
via the terrestrial multicast feedback channel is heterogeneous


 �� � .
Figure 4.17 shows that for all values of

�
, suppression benefits from heterogeneous delays be-

tween receivers. The reason is that not only does the minimal timer FBM perform suppression, but
FBMs triggered by other small timers also perform suppression. For example, the FBM due to the
' nd smallest timer may suppress the feedback sending of the

#
rd smallest timer. Heterogeneous

delays between receivers therefore result in the suppression of FBMs that would have been sent in
the homogeneous case.

From this section we can conclude that feedback suppression by exponentially distributed
timers is:

� not sensitive to loss of feedback messages.

� not sensitive to heterogeneous delays between sender and receiver.

� not sensitive to heterogeneous delays between receivers.

Instead, these cases contribute to feedback suppression with probabilistic exponential timers and so
lead to even better suppression performance.

4.5 Controlling the Feedback Bandwidth

Given limited resources, the bandwidth available for feedback is limited. With the feedback mecha-
nism from section 4.2, the feedback bandwidth is determined by the amount of feedback returned in
the time between two successive feedback rounds. For a fixed FBM size of � bytes, the amount of
feedback is given by � E � , where � is the number of FBMs returned. Therefore, control over the
feedback bandwidth is provided, if the number of FBMs of all receivers can be adjusted.
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Figure 4.18: The � � minimizing the number ,�- � / of FBMs dependent on
�

.

In the following we consider a desired number
�

of feedback messages and show how the
parameters � and � can be tuned to obtain, on average,

�
feedback messages with low feedback

latency. To keep the sender implementation simple, we give closed-form expressions for � and � .
First, assume that the number

�
of receivers is known. In section 4.2.3 it is shown that ,�- � /

is a convex function with a minimum at � � that is nearly independent of � . This allows us to
determine a � � for optimal suppression - dependent only on the number of receivers:

� �� � � .
Figure 4.18 shows the � � obtained for a given interval size, � , by minimization of ,�- � / based on a
golden section search and parabolic interpolation [60]. This is one way to adjust � � to the number
of receivers. Another possibility is to approximate � � by a closed-form expression.

From figure 4.18 we observe that � � depends almost linearly on

���
� �
� �

. We further observe
that the dependency of � � on the interval size � is minor. Taking this observations into account, � �

is approximated by � � � for a given
�

:

� � � � � E 
��� � �
� � � �

Parameters � and
�

are found by numerically fitting the polynomial � � � � � � � � E � � � to � � � � � for
��� �%�!� &  �;("("("
; &  �� receivers.

� � ' � � �%�
� � � &  
� � � '  
�
a 1.0383 1.0740 1.1000 1.185
b -0.4214 0.4651 0.7326 0.8563

Table 4.1: Polynomial fitting of � � � to � � .

Table 4.1 shows the fitted parameters � and
�

for different interval sizes � � ' ��;��
��; &  
��; '  
� .
The value of � is stable between & "  $# ) # � � � & " &() � , while

�
deviates for a small interval size

� � ' � from the other values of
�
. Such small interval sizes do not allow for good suppression for

most of the numbers of receivers used in the fitting process – with � ; � of � � ' � for &  = receivers
already �$' " # FBMs are expected. Therefore, the deviation for small interval sizes is ignored and the



4.5. CONTROLLING THE FEEDBACK BANDWIDTH 71

parameters are chosen as � � & " & and
� �! �" ) . The adjustment of � � is then given by:

� �

� & " & E 
��� � �
� � �6 �" ) (4.18)

Given � � , the tradeoff between the expected number of FBMs Eq. (4.16) and the feedback latency
Eq. (4.17) is determined solely by the interval size � . The expected number ,�- � / of FBMs is
decreasing with � , the expected feedback latency due to timers is linearly increasing with � . There-
fore, � is chosen as the smallest value for which ,�- � / � �

, where
�

is the desired number of
FBMs for

�
receivers. The expected number of FBMs (4.16) can be approximated, since a large

number
�

of receivers makes the following term converge against
 

for � �� :


 ���� 8�� �
� & 4 � 8 ����
& 4 � 8 � � � �% 

Thus, ,�- � / is approximated by:

,���� � 
 � � ���� 46&��� 46&
� � ���� (4.19)

If more FBMs are desired than there are receivers (
� � �

), the interval size is set to � �  
and

every receiver sends feedback immediately. If suppression is needed (
� �!�

), � � is used and � set
such that the minimum of ,�- � / equals the desired number,

�
, of FBMs. By solving Eq. (4.19) for

� we obtain the expression for the adjustment of the interval size � :

� �
����� ����
 � �6�

� �

E �

���
� � � � � �

� ��� 8 � 
 4 
��� � �$& �6� �

� ��� 8 � 

� �6� (4.20)

The error incurred by the approximation via (4.18) and (4.20) is evaluated in the following. Figure
4.19 shows the expected number ,�- � / of FBMs for

�J��#�; &  �; &  $ desired FBMs. We observe
that the desired number

�
of FBMs is approached very fast. The discontinuity in the curves come

from the fact that for
� � �

all receivers send immediately feedback. It can be observed that the
adjustment of � and � in the given fashion works well for widely differing

�
.

The corresponding feedback latency shown in figure 4.20 is low and does not vary significantly
with the number of receivers. Even in the case where

�+� #
FBMs are desired from

� � &  � re-
ceivers (

L$L$L�;�L$L$H
suppressions) on average, the first FBM is delayed only for ' � , which corresponds

to one round trip time.
We gave closed-form expressions in Eqs. (4.18) and (4.20) for the adjustment of parameters

� and � to a desired mean number
�

of FBM. Parameter � is chosen such that the number of
feedback messages is minimized for a given number of receivers. Parameter � is chosen such that
the desired number

�
of FBMs equals this minimum. Due to the tradeoff between number of FBMs

and feedback latency this adjustment yields low feedback latency.
Throughout this section we assumed that the number,

�
, of receivers is either known exactly,

or that there exists an estimate
��

for the number of receivers. In the following we investigate the
robustness of the parameter adjustment in case of an error in the receiver estimate.



72 CHAPTER 4. MULTICAST FEEDBACK

10
0

10
2

10
4

10
6

10
0

10
1

10
2

number of receivers R

E
[X

]

Adjusting λ,T: N desired and E[X] obtained

N=3  
N=10 
N=100

Figure 4.19: Error in adjustment of parameters � and � to a desired mean number of FBMs
�*�

#�; &  �; &  $ .

10
0

10
2

10
4

10
6

0

0.5

1

1.5

2

2.5

number of receivers R

E
[M

] i
n 

un
its

 o
f c

Adjusting λ,T: E[M] for N FBMs desired

N=3  
N=10 
N=100

Figure 4.20: Feedback latency for the adjustment of parameters � and � to a desired mean number
of FBMs

���!#�; &  �; &  $ .

Erroneous Receiver Estimate

The number of receivers might change, or the estimate of the number of receivers might be erro-
neous. We examine the danger of feedback implosion if the actual number

�
of receivers is different

from the estimate
��
. Parameters � and � are adjusted via (4.18) and (4.20) for

� � &  desired
feedback messages and for estimates of the number of receivers

���� &  $9�; &  �=$; &  �? . From figure
4.21 we observe that the parameter adjustment results in the desired number of FBMs obtained just
at the end of the flat segment of ,�- � / , right before the expected number ,�- � / of FBMs starts slowly
to increase when the actual number of receivers is higher than the estimate

��
. First, at this point the

feedback latency is low, compare figure 4.9 and figure 4.10. Second, we observe that the parameter
adjustment is robust against a poor receiver estimate. If the real number of receivers is one order of
magnitude higher than estimated, the number of FBMs only doubles. If the real number of receivers
is one order of magnitude lower than estimated, the number of FBMs stays constant.

To assure that feedback implosion is avoided, we propose to adjust the parameters � and � using
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a worst case receiver estimate
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. If the receiver group is known to be stable,
�� � � � can be

chosen close to
��

to decrease feedback latency.

4.6 Unicast Feedback

Feedback suppression as introduced in section 4.2 requires a multicast feedback channel for every
receiver. In this section we show how the same mechanism works in the presence of unicast feedback
channels from the receivers back to the sender.

Unicast feedback has several advantages:

� The state in network nodes is reduced if only sender-based multicast routing algorithms, such
as DVMRP [61], are supported. In such networks a separate multicast tree is built for ev-
ery multicast sender, even if the senders belong to the same group. Receivers that multicast
feedback are senders and the state in the network is therefore proportional to the number of
receivers.

� Feedback suppression is possible for satellite networks, with terrestrial unicast feedback chan-
nel.

Feedback suppression requires receivers to be aware of feedback sent by other receivers.
For unicast feedback, the missing multicast feedback channel is emulated. On the receipt of the

first unicast feedback message, the sender multicasts information to all receivers to indicate that the
feedback round is closed. On the reception of this message, receivers suppress feedback for this
round.

For a multicast feedback channel a natural robustness against FBM loss exists for feedback
suppression, see section 4.4, since multiple FBMs are sent, each of which able to suppress other
feedback sendings. To achieve a similar robustness to FBM loss for unicast feedback, the sender
must indicate to the receivers the end of the feedback round several times. Several possibilities exist:

� The sender forwards every FBM received.
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� The sender indicates several times using the forward multicast channel the end of feedback
round

�
.

� The sender starts a new feedback round
� � & . Receivers that have pending feedback for round

� � ��� & suppress this feedback.

The advantages of unicast feedback are offset by a larger feedback delay. This larger feedback
delay, in turn, must be taken into account, when determining timer intervals. The round trip of the
feedback via the sender results in a delay


 �� � between two receivers � and � that is given by the sum
of the symmetric delays


 � and

 � to the sender:


 �� � � 
 � � 
 �

For unicast feedback and homogeneous delays

 � � 
 � � �

, the distance

 �� � between receivers

becomes

 �� � � ' � , as opposed to the case of multicast feedback, where


 �� � � �
. The interval

size � adjusted with Eq. (4.20) in proportion to the distance between receivers; therefore � also
doubles. Since the feedback latency (Eq. (4.17)) is proportional to � , it will also double. The
expected number ,�- � / of FBMs in Eq. (4.16) will not change, since it is determined by the ratio
of the distance between receivers and the interval size:

� D � for the case of multicast feedback and
' � D$' � � � D � for unicast feedback. As a consequence, the results from previous sections hold also
for the case of unicast feedback, except that the expected feedback delay ,�- 2 / due to timers will
double.

4.7 Estimating the Number of Receivers

Up to now, we have assumed that either the number
�

of receivers is known exactly, or we assumed
the presence of an estimate

��
on the number of receivers. This section shows how such an estimate

can be obtained based on feedback with exponentially distributed timers.
Since the sender determines the parameters � and � , it has knowledge about the timer distribu-

tion. Remember that every receiver sending feedback returns its timer � � and the identifier
�

for the
feedback round. The sender has associated with the feedback round the parameters of the distribu-
tion for the timer choice. With the density " � � �

�
from Eq. (4.15) the distribution � � � �

�
of a single

timer � set in the interval -  �; � / is given by:

� � � �
� � � ���� 4!&

��� 46& (4.21)

Let � be the number of FBMs returned from the receivers, the sender obtains a sample � ��� � �
� 9 � � � "("(" � ��� � � of � timers out of the

�
timers set. Assuming a constant delay

�
between

receivers and between any receiver and the sender, this sample gives the smallest � timers set
among all

�
receivers. Let �

�
� ��� � denote the minimal timer, then � is the first order statistic

[58]. Since receivers with a timer � � � � � � suppress feedback sending, the � timers returned are
all set in the interval - � ; � � � / .

Figure 4.22 illustrates how this knowledge is used to obtain an estimate
��

on the number of
receivers:

� Having the first � timers set in - � ; � � � / corresponds to the probability � � � � � � � 4 � � � � � .
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Figure 4.22: Estimation of the number of receivers.

� Having all
�

timers set in - � ; � / corresponds to the probability & 4 � � � � � .
The ratio between these two cases allows to estimate the number of receivers by:

���� � � & 4 � � � � �
� � � � � � � 4 � � � � � (4.22)

For a single feedback round
�
, Eq. (4.22) gives an estimate

����
. This estimate

����
as an outcome

of round
�

is in turn used to adjust the parameters � and � for the next feedback round
� � & via

expressions (4.18) and (4.20).
Due to the probabilistic timer choice some variance is encountered for the minimal timer � and

the number � of returned feedback messages, even for a constant number of receivers. Since �
and � vary from round to round, the receiver estimate also varies. In order to get a more stable
receiver estimate for round

�
, an average over several receiver estimates is taken. In order to adapt

the receiver estimate to changes in the receiver population an exponential weighted moving average
is used:

����  � �
�� � & �5� &
�
& 4 � � ���� � � ���� 8 �  � � � &

(4.23)

We propose to choose � �% �" ) to achieve a fast convergence and a reasonably smooth estimate over
the feedback rounds.

Note that for the parameter adjustment of � and � ,
����

is used, instead of
����  � to react faster to

changes in the receiver population, thereby avoiding feedback implosion.
We simulated the feedback mechanism based on exponential timers from section 4.2 using the

parameter adjustment from section 4.5, Eqs. (4.18) and (4.20), and the receiver estimation of Eq.
(4.22). The one-way-delay is chosen to be

�5� #$ $ 
ms,

�+� '  FBMs are desired on average and
� �  �" ) was used to smooth the receiver estimate

����  � . Without a priori knowledge of the number
of receivers, feedback implosion is avoided for the first round

�5� & by initially adjusting parameters
� and � to a maximum number of

� � � � � &  �� receivers.
After sending a request for feedback (

��; � ; � ), the sender sets a timeout � � ' � and collects
FBMs for round

�
until its timeout expires, then starts the next round

��� & .
We evaluate the receiver estimation algorithm for a dynamic receiver population changing from�%� &  $ to

�%� &  $ $ $ receivers and back to
�%� &  $ receivers. The duration of the

#$ $ 
feedback

rounds simulated was
H
min ) " &(� L � s. After ' min

�
s (round

�%� &  $ ) the number of receivers
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Figure 4.23: The receiver estimate
����  � for a dynamic population,

� �%#$ $ 
ms,

��� '  , � �% �" ) .

increased within & " ' #$#$# s up to &  $ $ receivers (for round
� � &  & ) and after another & " ' #$H ) s up

to &  $ $ $ receivers.
Figure 4.23 shows that the receiver estimate

����  � tightly follows the real value of
�

, even for
sudden changes by orders of magnitude: The sudden increase of the number of receivers from &  $ 
to &  $ $ $ receivers within less than ' " � s is captured very fast by the receiver estimate

����  � . The
convergence of the estimate after the sudden drop from &  $ $ $ back to &  $ receivers is slower. This
behavior is due to the weighted moving average, where high values of

� �
keep their influence for a

longer time than small values of
� �

.
From figure 4.23 we further observe that the receiver estimate shows a relatively small deviation

from the real number of receivers. If a more accurate receiver estimate is desired several solutions
exist:

� The number
�

of desired FBMs can be increased, this is equivalent to increasing the feedback
bandwidth. Increasing

�
always results in a more accurate receiver estimate.

� More sophisticated methods from order statistics can be applied. One possibility is to use
maximum likelihood estimation of

��
with the joint distribution of the � returned timer values

(the first � order statistics).

Parameters � and � are adjusted every round to
� � '  desired FBMs on average for the

dynamically changing number of receivers. Figure 4.24 shows the number of FBMs returned in
each of the

#$ $ 
rounds at the points in time the round is finished ( � � ' � after the request for

feedback). While the number of FBMs returned in each round varies quite a bit (max. = 73, min.
= 1) the average number of FBMs over the entire trace (dashed line) is very close to the desired
number of

��� '  messages.
We further evaluated the required bandwidth for feedback at the sender.1 Assuming feedback

packets of size � ���$ bytes the feedback bandwidth � ��� needed for round
�

is given by the ratio
of the number � � of returned FBMs in round

�
and the duration � � � ' � of the round:

� ��� � � E � �
' � � � �

1In the case of multicast feedback, the bandwidth ����� at the sender is the bandwidth consumed on every link of the
multicast tree.
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Figure 4.25 shows the bandwidth in Kbyte/s over time. The feedback bandwidth has a mean of
 �" H

Kbyte/s and never exceeds ' " H KByte/s. Furthermore, we observe that the dynamic change of the
receiver population has no effect on the feedback bandwidth. The reason is that the interval size � �
increases with the increased number

����
of estimated receivers for the period when the real number

of receivers is &  $ $ $ .
We gave a method to estimate the size of a dynamically changing population of receivers. A low

bandwidth feedback channel was also shown to be sufficient to provide for a fast adapting receiver
estimate. The feedback bandwidth was unaffected for changes by orders of magnitude in the number
of receivers.

Using this method, multicast and broadcast senders, including TV and radio, have the possibility
of continuously estimating the number of receivers. Required is only a unicast feedback channel
(e.g. dial-up line) from the receivers back to the sender. Such an estimate of the number of receivers
enables senders to:

� Determine the popularity of emitted content within seconds.



78 CHAPTER 4. MULTICAST FEEDBACK

� Advertise when the number of receivers is high.

The given estimation method can also be used to determine the size of a specific subgroup of all
receivers. The request for feedback must contain a discriminator that allows a receiver to determine
if it belongs to the subgroup requested. Estimating the size of dynamic subgroups is also useful for
multicast flow and congestion control, where the sender adapts its send rate dependent on the recep-
tion status of the receivers. Distinct subgroups for the reception status are given e.g. by ranges of
experienced loss rates [62]. Receivers measure loss over some time and determine the corresponding
subgroup. The sender estimates the size of the different subgroups and reacts correspondingly.

4.8 Discussion and Related Work

Ammar has defined the feedback problem as response collection via several cost functions [63].
Most research on the feedback implosion problem has been driven by reliable multicast feedback.

Two major classes of feedback mechanisms exist that provide a solution to the feedback implo-
sion problem:

� Hierarchical approaches [48, 12, 47, 64, 65]: Are an inherent solution to the feedback implo-
sion problem and ensure a limited number of FBMs by accumulation/filtering in subgroups.

� Approaches based on MAC protocols [66, 46, 15, 56]: The feedback problem in multicast com-
munication is related to the problem of Medium Access Control [67]: The multicast channel
constitutes the shared medium and messages sent on the multicast channel are seen by every
connected group member. A token mechanism as in token ring is proposed in [66] and ran-
dom timers with exponential back-off as in CSMA/CD [68] are used in XTP [46] or the SRM
protocol [15, 56].

Both classes of solutions are not without disadvantages: Hierarchical approaches require the
expensive setup of the hierarchy of subgroups and can not be employed in a scenario like satellite
distribution with unicast backward channels. Approaches based on MAC protocols suffer from
scalability problems. Tokens lead to high feedback latencies and random timers in [15, 56] are
based on a uniform distribution. The analysis in [55] compares multicast feedback with random
uniform timers to unicast feedback with respect to the cost in terms of number of control packets
per link. The authors conclude that unicast control packets outperform multicast control packets for
a small number of receivers.

SRM [15] exploits heterogeneous delays for a deterministic suppression, but needs a delay esti-
mate

�
 � to the sender. This involves at least one packet sending from every receiver � , resulting for
large groups of

�
receivers in a high amount of control traffic proportional to

�
. The optimal deter-

ministic timers setting of Grossglauser [69] ensures only one NAK. However, the scheme requires
the knowledge of the delay and network support for the timer setting.

Our mechanism does not suffer from any of these drawbacks, since it is a pure end-to-end mech-
anism. It does not rely on a full table of delay estimates to all receivers and its complexity is inde-
pendent of the number of receivers. It does not need any network support except for data delivery
and it does not need topological information. It can be employed in any kind of multicast capable
network, also in networks where the feedback channel is only unicast.

Another end-to-end solution based on probabilistic feedback with exponential steps is the prob-
ing method of Bolot [62] that proceeds in discrete rounds. Using discrete rounds leads to very good
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performance for suppression but incurs a higher feedback latency than our scheme that uses a single
round.

4.9 Conclusions

We investigated probabilistic feedback for multicast groups of up to &  � receivers by analysis and
simulation. Our main results are:

� Exponentially distributed timer settings lead to a lower feedback latency and better feedback
suppression than existing schemes based on uniform distributed timer settings.

� Probabilistic feedback with exponential timers is scalable with the number of receivers and
avoids feedback implosion while assuring moderate feedback latency.

Based on these results we proposed a new timer-based feedback scheme that requires very little state,
does not need any network support other than data delivery, and adapts to the number of receivers:

� It avoids feedback implosion and feedback arrives fast.

� It is robust under loss of feedback messages.

� It works for heterogeneous and homogeneous delays between multicast group members and
can therefore be employed on nearly any kind of network including satellite-based networks.

� It allows one to control the feedback bandwidth by adjusting the parameters dependent on
the trade-off between average number of feedback messages returned and the latency for the
feedback.

� It allows one to estimate the number of receivers.

� It is robust against an erroneous receiver estimate.

� It can operate on networks that only provide unicast feedback channels.
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Chapter 5

Protocol Comparison

5.1 Introduction

The requirements for reliable multicast communications vary widely and several different protocol
approaches have been proposed to provide reliable multicast delivery. Therefore, it cannot be ex-
pected that a single approach will be used for many different application and network scenarios.
Instead, it can be expected that alternative approaches will coexist. A large number of protocols
providing reliable multicast services have been presented which feature, among other differences, a
large variety of error control mechanisms. Several taxonomies were presented to classify the large
number of different multicast protocols (see [70, 16, 71, 72, 73]).

Multicast error recovery can be classified, depending on the participation of group members, as:

� Centralized error recovery (CER) allows retransmissions to be performed exclusively by
the multicast source, referred to also as Source-based recovery.

� Distributed error recovery (DER) allows retransmissions potentially to be performed by all
multicast members. The burden of recovery is decentralized over the whole group.

Distributed error recovery can further be sub-classified (see figure 5.1), since the multicast group
may be partitioned into multiple local1 groups. In such a case, we refer to grouped DER, where
retransmissions are performed within a local group. The absence of local groups is described by un-
grouped DER, where retransmissions are performed by any member to the global multicast group.

Existing protocols and classifications can be mapped to our classification scheme in agreement
with their authors’ classification. Further there are no conflicts with other classifications [71], [72].
RMTP [12] is a protocol based on a hierarchical structure with local groups, each with a designated
receiver that performs retransmissions. RMTP is a grouped DER protocol. SRM [15] allows re-
transmissions potentially by all nodes and proposes extensions for local recovery. Hence, SRM is
an ungrouped DER protocol in our classification. In the case of the extension it is a grouped DER
protocol. In NP [19] only the multicast source can perform retransmissions, so NP can be classified
as CER. MESH [74] is presented as a DER protocol to which we conform with our classification.
MESH incorporates both local and global recovery.

1Local in the sense of neighboring in the multicast tree

81
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Figure 5.1: Classification of multicast error recovery techniques

Retransmission mechanisms can further be distinguished according to whether original data or
parity is retransmitted for loss repair. Retransmission of parity, also referred to as type 2 hybrid
ARQ has excellent scaling properties for large groups, as different losses at different receivers can
be repaired by a single parity packet. It leads to a significant reduction of the number of transmissions
compared to retransmission of original data as we have seen in Chapter 3. Since we consider here
only retransmissions, we refer to parity retransmission also as FEC2.

Several comparisons between generic protocols of the DER class and the CER class exist. In
[71] is shown that DER protocols are superior to CER protocols concerning throughput. In [75]
a grouped DER and a modified ungrouped DER protocol are compared and better performance is
shown for the grouped DER protocol.

Our results from Chapter 3 now allows to reconsider CER protocols. In the following we will
compare a CER protocol based on hybrid ARQ type 2 to a grouped DER protocol with respect to
the performance in bandwidth consumption and completion time for a reliable transfer.

We further combine the two successful approaches to a grouped DER protocol with parity re-
transmissions and compare it to the others.

The rest of this chapter proceeds follows. Section 5.2 presents our model for the comparison and
describes the protocols. Section 5.3 gives the analysis of bandwidth consumption of the different
approaches. Section 5.4 compares the different approaches with respect to different loss scenarios.
Section 5.5 compares the protocols for completion time. Finally, section 5.6 presents conclusions.

5.2 Model

We are looking at &�� � communication and assume the multicast routing tree to be created by some
multicast routing algorithm. We consider temporally independent data packet loss due to buffer
overflows in network nodes of the tree. Due to the tree structure we can assign every node a link and
refer in the following also to link loss. The spatial loss correlation among receivers is given by the
topology of the tree model shown in figure 5.2. The first tree level consists of one link, the source

2Usually FEC means that parity is transmitted pro-actively with the originals
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Figure 5.2: Tree model.

link, connecting the multicast source to a backbone router. Loss on the source link is experienced by
all receivers (shared loss). In the second tree level we have

�
backbone links, each leading via  

receiver links to the receivers that are located at the leaves of the tree. Therefore the tree connects�!� � E  receivers to the source.
The tree is similar to the one in [75], which is based on loss measurements for Internet multi-

cast [30] that showed that loss occurs mainly on the source link and on the receiver links and that
backbone loss is negligible. Our tree model allows us to model such loss, by assigning no loss to
backbone links.

Figure 5.2 shows the tree model for DER, where  receivers connected to the same backbone
link belong to one local group. Each local group constitutes of a separate multicast group and the
DER node at the end of a backbone link can perform retransmissions.

For CER the topology is the same, but only one multicast group exists that connects all receivers
to the source. Local groups do not exist and DER nodes are just internal nodes that only perform
routing of multicast packets.

To show the influence of loss on the different tree levels, we will examine different loss scenarios:

� homogeneous independent loss only on the receiver links (last hop) with packet loss probabil-
ity I .

� heterogeneous independent loss only on the receiver links; In each of the
�

local groups a
fraction " ! F of the  receivers experience high loss with probability I�! , all other receivers
experience loss with probability I .

� shared source link loss with a homogeneous loss probability I � on the source link and all
receiver links.

Let



describe the constant time it takes to send a data packet over any link. With our tree model
the RTT between receiver � and the source is


 � � � 
 , between receivers � and � of the same local
group is


 �� � � ' 
 and the RTT between receivers � and � of different local groups is

 �� � � � 
 .

5.2.1 Protocols

Since a large number of variations is possible within the classes of CER and DER protocols, we
examine a few generic protocols from each class, with characteristics that have been shown to allow
the highest performance for this class, up to date. For our comparison we defined one CER protocol
that features hybrid ARQ type 2, one DER protocol that features hybrid ARQ type 2 and one DER
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protocol that features plain ARQ. We did not look at a CER protocol that features ARQ, since
existing work already showed that DER/ARQ is superior to CER/ARQ [71].

For all three protocols we assume receiver-based loss detection and negative acknowledgment
(NAK). Retransmissions are multicast. All protocols transmit an ADU consisting of

�
packets

that are split into TGs of size
�

packets. The transmissions and retransmissions can be interleaved.
Interleaving means that packets of different TGs can be transmitted intermittently. This improves
the protocol throughput, since the source can use the time while it waits for feedback to transmit
new packets (see section 5.3).

We assume that there is network support for hierarchical filtering of feedback messages for the
DER protocols. This way the

�
feedback messages from the DER nodes will be filtered by the back-

bone router below the source, such that redundant feedback messages will not arrive at the source.
We consider the processing amount for those feedback messages at the source to be negligible. How-
ever, the  feedback messages from the group members in one DER group have to be processed by
the DER nodes. In our later Latency analysis we will neglect feedback processing both for CER and
for DER, since we scale the amount of feedback messages in the CER case down to the number of
feedback messages that has to be processed by a DER node.

Protocol C

Protocol C is a CER protocol based on hybrid ARQ type 2 and feedback suppression with exponen-
tial timers that we studied in Chapter 4. Parity packets are not pre-encoded, but are coded on demand
using the Reed-Solomon coder presented in [76].

Receiver-based loss detection assumes in-sequence delivery of packets, to be able to perform
gap-based loss detection.

The parameters � and � of the feedback suppression mechanism are given with Eq. (4.18) and
Eq. (4.20) such that the expected number of feedback messages arriving at the source is, in the worst
case, equal to the number of receivers in a local group, ,�- � / �  , in our tree model.

The transmission of a TG of
�

packets is done the following way:
The multicast source:

1. Sends the
�

original packets of the TG; a poll for feedback is piggybacked with the last trans-
mitted packet to indicate the end of the TG.

2. If it is indicated by feedback from the receivers that less than
�

packets are received by any re-
ceiver, � � � � new parity packets are generated and retransmitted, where � � � � is the maximum
number of packets missing out of the total number of

�
packets. Again, a poll for feedback is

piggybacked.

3. Step 2 is repeated until no feedback about missing packets is received within a certain timeout
interval.

The receiver:

1. Original and parity packets of a TG are buffered.

2. If
�

or more packets have been received, the
�

originals are decoded and sent to a higher layer.
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3. If less than
�

packets have been received and a poll for feedback for the TG is received, the
receiver calculates the number of required additional parity packets. If the feedback suppres-
sion algorithm decides that the receiver sends feedback, it will multicast its feedback with the
number of missing packets (NAK).

4. Step 3 is repeated until
�6�

packets have been received.

Generic CER Protocol (
� � � ��� � ) We define a generic CER protocol with the same characteris-

tics as protocol C but instead of parity retransmission it uses data retransmission. This protocol is
merely used to show that CER protocols have a higher performance gain when employing parity
retransmission than DER protocols. We will not provide any further analysis for this protocol, since
it can easily be derived from the analysis of C and D1.

Protocol D1

We define D1 as grouped DER protocol that uses just ARQ. The source is a group leader for all the
internal DER nodes in the tree model (figure 5.2). The internal nodes in turn are group leaders for
all the receivers at the leaves. The first transmission is done to all receivers. Retransmissions are
performed locally. A grouped DER scheme reduces the maximum number of feedback messages
to be handled by any group leader to the number of group members. This holds in our model
for the lower tree level, as well in the upper tree level, we assume an optimal delay-less feedback
suppression mechanism to scale the number of feedback messages to be processed by the source to
the number of receivers in the local groups in the lower tree level.

Protocol D1 works in a store-and-forward manner. All data first has to be received by all DER
nodes on the first tree level. Then it will be forwarded in parallel from all DER nodes to the receivers
at the leaves.3

The transmission of a TG of
�

packets is done the following way, either between source and
DER nodes, or DER node and receivers:

The multicast source/ DER node:

1. Sends the
�

original packets of the TG to all receivers and all DER nodes in the tree (global
multicast). A Poll for feedback from the DER nodes is sent piggybacked to all the DER nodes
(local multicast). , again with a piggybacked Poll for feedback from the DER nodes.

2. Step 2 is repeated until no missing packets are indicated anymore by the DER nodes.

The DER node/ receiver:

1. Original packets of a TG are buffered.

2. On the detection of a loss and reception of a Poll for feedback a NAK is sent.

3. Step 2 is repeated until the TG is fully received. In the case of a DER node, a Poll for feedback
is now sent to the receivers.

3For delay considerations of reliable delivery to all receivers this is a worst case for distributed recovery, since it is assumed
that maximum delays on both tree levels occur on one path.
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Protocol D2

Protocol D2 is a grouped DER protocol using hybrid ARQ type 2. The groups are set up the same
way as in D1. Protocol D2 transmits a TG of

�
packets in the same store-and-forward manner as

Protocol D1. In both steps parities, rather than missing data packets, are retransmitted.

5.3 Bandwidth Analysis

We consider bandwidth in terms of a cost � for a multicast packet4 on an average link in the multicast
tree [55]. The cost of a multicast packet in a multicast group � is the product of the number 2 � of
transmissions per packet (original and retransmissions) and the number � � of links that connect the
group sender to the group’s receivers. Over all local groups � and � �%� �6� D  � & links in total,
our bandwidth measure, the average cost of a multicast packet per link is:

,�- � / � &
�

	
� ,�- 2 � /

E � � (5.1)

To show the relative bandwidth savings of DER protocols over CER protocols, the relative
performance ,�- � � / D$,�- ��� / of a DER protocol D and a CER protocol C is used.

5.3.1 Protocol C

For the CER protocol C, we have only one multicast group and all transmissions are multicast over
all links. Thus we get:

,�- � / � ,�- 2 � / (5.2)

In the following ,�- 2 � / is derived for the different cases of loss.

For homogeneous independent loss Let 1 � describe the number of additional packet transmis-
sions required by a random receiver to receive a complete TG with integrated FEC. Let 1 describe
the number of additional packet transmissions required to have all receivers receive the complete
TG. Then the distribution of 1 and 1 � and the expectation of 1 and 2 � is given as in Chapter 3 by
Eq. (3.6):

� � �(��@ � � �
	
��
�� � � � �>4!&� 46& � I � �
& 4 I � � ; @ �% �;("("(" (5.3)

� � ��@ � � � � �(��@ � � (5.4)

,�- 1 / � ,�- 1 / � �	
� 
�� �
& 4 � � ��@ �
� (5.5)

,�- 2 � / � & � ,�- 1 / D � (5.6)

4We do not consider feedback packets, due to their small size.
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For heterogeneous independent loss at receivers, we assume a fraction " ! of receivers to expe-
rience a higher loss I ! and the rest of the receivers to experience the lower loss I . We can directly
derive from equations 5.3 and 5.4:

� � ��@ � � � � � ���<��@ �
� � � � � E � � � ����@ �
� � � � � 8 � � � (5.7)

where � � ���<��@ � is � � �(��@ � given by equation 5.3 with I ! substituted for I . ,�- 2 � / is then given by
(5.5) and (5.6).

For shared source link loss in our multicast tree, we get the value of ,�- 2 � / by simulation. The
loss with probability I perceived by a receiver is due to loss on the source link and the receiver link.
Let I � be the loss probability on the source link and the receiver links. Then

I � & 46�
& 4 I � � 9 (5.8)

5.3.2 Protocol D1

The reliable transmission of a packet from the multicast source to the
�

DER nodes is done via� � & links with 2 � �  � transmissions. From each DER node 2 � �  � transmissions over  links
are needed to reliably transmit a packet to the receivers of the local group. The bandwidth cost for
D1 is given by:

,�- � / � &
� �B,�- 2 � �  � / E �
& � � � � ,�- 2 � �  � / E � � (5.9)

For independent homogeneous loss each packet is transmitted once over all links and retrans-
missions are limited to the local group, such that we get:

,�- � / � & � &
�
�B,�- 2 � �  � /04!& �
� (5.10)

Since retransmitting originals corresponds to the retransmission of parities, if the TG size is
� � &

(a repetition code), equations (5.3) - (5.6) allow us to calculate ,�- 2 � �  � / � ,�- 2 � / , using
��� &

and
���  . The distribution of the number 2 � �  � of transmissions per packet in the local groups

is:
�	����� � � � � � � �
& 4 I

� � �
(5.11)

For heterogeneous independent loss a local group consists of a fraction "�! of receivers with high
loss I�! and the rest of the receivers with low loss I . The same way as above we derive:

�	����� � � � � � � �
& 4 I
�
! � � � � � E �
& 4 I � � � � � � 8 � � � (5.12)

We calculate ,�- 2 � �  � / again the same way as in (5.5) and ,�- � / from (5.10).

For shared source link loss , the loss probability I � (5.8) is the same for source link and the
receiver links. Since the number of transmissions for

�
DER nodes behind the single lossy source

link is the same as for only one DER node behind the lossy source link, we get:

�	����� � 	 � � � � �
& 4 I �
� �

(5.13)

�	����� � � � � � � �
& 4 I �
� � �

(5.14)

We calculate ,�- 2 � �  � / and ,�- 2 � �  � / similar to (5.5) and ,�- � / from (5.9).
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Figure 5.3: Bandwidth dependent on TG size
�

for independent homogeneous loss: C vs. D1 vs.
D2,
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5.3.3 Protocol D2

For D2, the bandwidth can again be calculated by separating the transmission into two independent
steps. The bandwidth analysis follows the same equations as for protocol D1, except that for 2 � 9  �
and 2 � 9  � , parity retransmission has to be considered as for protocol C. For details see [77].

5.4 Bandwidth Comparison

In the following, the three protocols D1, D2 and C are compared for the three loss scenarios. Unless
stated otherwise a packet loss probability of I �% �"  & is used and

�!� &  � receivers are in the global
multicast group.

First, the case of homogeneous, independent loss on the receiver links is considered. The per-
formance of the protocols C and D2 with parity retransmission, depends on the TG size

�
, as shown

in figure 5.3 for different local group sizes  � � &  �;�#$ �; )  � . The performance improves for both
protocols D2 and C with an increasing TG size

�
. This is due to the fact that a parity packet can

repair the loss of any packet out of the TG and that therefore a parity packet can repair the loss of
different packets at different receivers. An effect that becomes more powerful with an increasing TG
size

�
.

Figure 5.3 shows that the protocol D2 performs better than D1 for all transmission group sizes,
a result that we observed also for a wide range of loss probabilities and a wide range of local group
sizes  . It can be seen that the performance of D1 and D2 improves with decreasing  , since
retransmissions are limited to within a local group.

Further is shown that even the CER protocol
�

achieves better performance than the DER pro-
tocol D1, if the TG size

�
is large enough. The reason is again parity retransmission.

In [71] the throughput performance of generic CER and grouped DER protocols is compared.
From the results, it is concluded that grouped DER protocols have better scalability due to their hi-
erarchical structure. Further it is stated that any technique employed in a CER protocol can also be
employed in a local group and thus would not change anything in the relative performance. We show
that this is not the case for the application of parity retransmissions and examine the relative perfor-
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Figure 5.4: Relative performance ,�- � /����	� D$,�- � /����	� for independent homogeneous loss with and
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mance DER/CER with and without parity retransmissions. The additional CER protocol
� � � ��� � is

examined, which is the same as protocol C, but does not employ parity transmission.

Figure 5.4 shows that the relative bandwidth savings ,�- � � 9 / D$,�- ��� / of DER compared to CER
are lower if parity retransmission is used, than without parities ( ,�- � � � / D$,�- ��� � ��� ��� / ). This is due
to the fact that protocol

�
performs very well due to parity retransmission; each parity packet can

repair different losses at different receivers, an effect that is not exploited to the same extent in the
DER case, where retransmissions are limited to a local group.

Since protocol D2 outperforms protocol D1 for all parameters, in the remainder only D2 will be
considered and compared to the CER protocol C.

Next we will examine the effect of heterogeneous independent loss on the performance of D2
and C. &  $F of all receivers experience a high loss probability of I�! �% �" ' � , while the other receivers
experience loss with probability I �! �"  & .

Figure 5.5 shows that D2 achieves higher bandwidth savings than C for heterogeneous loss,
compared to homogeneous loss (see figure 5.4).

In the worst case for a TG size of
�!�*H

the performance of C relative to D2 decreases by
almost '  $F . This is due to the fact that high loss receivers dominate the required bandwidth, since
retransmissions are multicast. D2 achieves better performance by restricting the influence of the
high loss receivers to the local groups. The performance of D2 remains superior for all numbers of
receivers.

Figure 5.6 compares D2 and C for the case of shared source link loss, where loss happens also
on the first link from the source to the backbone.

It can be seen that, compared to the homogeneous case (figure 5.4, C improves relative to D2.
As shown in 3.4.1, shared loss for a group of

�
receivers can be modeled by considering a smaller

group
� � �<� � � �

�
of independent loss receivers for protocols employing FEC. Since for protocol

D2 the number of receivers in a group is small already, it profits very little from shared loss. In spite
of the improvement of the performance of C, D2 remains superior over the whole range of

�
.
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5.5 Latency

In the following we will give a brief overview over the latency analysis in [77]. Further, protocols
C and D2 will be compared regarding the required completion time for the transmission of a short
ADU 5 of length

�
, the TG size. The completion time is the time that is required to fully and

successfully transmit the ADU from the sender to all receivers. To compare different sizes of
�

we
use the average completion time per packet ,�- � / D � in multiples of RTT as a measure. We choose
the transmission group sizes

� � � H�; '  �; &  $ � , which correspond to typical sizes of pages in the
WWW. The comparison is done for the three defined loss scenarios in which the scalability of the
protocols for the number of receivers is examined.

The different contributions to the total completion time
�

are denoted by the following random

5Additional results for the transfer of large ADUs consisting of
��� ����� packets were derived and can be found in [77].

The results for the comparison are largely similar to the results for the bandwidth measure
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variables:

� The total gross packet transmission delay, denoted by
� � : this accounts for queuing delay

due to flow and congestion control at the sender/DER node and is obtained from the constant
packet throughput

$
,

� the feedback delay, denoted by
� � : this accounts for feedback suppression delay and addi-

tional round trip times through retransmissions rounds.

� the FEC coding delay, denoted by
�
�

� the propagation delay,
� � .

such that we get:
,�- � / � ,�- � � / � ,�- � � / � ,�- � � / � � � (5.15)

For more details about the latency analysis see [77].
The numerical results for latency are ordered by loss scenario (see section 5.2). The scalability

of the protocols is shown for all loss scenarios.
A constant transport layer packet size of � � ' � � will be assumed. We did measurements with

the FEC coder introduced in [20] on a SUN SPARC-20 workstation to calculate the FEC coding
delay. The packet throughput is set to

$ � ' � I � � A(D$A . 6 We set
� ��� �% �" &(A � � 
 . The packet loss

probability that a receiver sees is I �  �"  & . The TG size will be chosen as
� � � H�; '  �; &  $ � . The

local group size is  �%#$ .
All results were calculated analytically according to the analysis in [77] and with additional

simulations, using the topology given in section 5.2.

5.5.1 Homogeneous Independent Loss

We now look at the scalability of the protocols. Figure 5.7 shows the per-packet latency ,�- � / D � in� ��� for protocols C and D2 on the ordinate, with respect to the number of receivers
�

.
In figure 5.7 it can be seen that protocol D2 performs better than protocol C over the whole range

of
�

for corresponding TG sizes
�

. Both protocols scale very well with the number of receivers.
The performance difference between protocol C and D2 is very small for large

�
. The smaller

performance difference for large
�

is due to the fact that for larger
�

, a larger number of different
losses can be repaired with one parity packet in the CER case and thus the number of packets to
be multicast is reduced. In the DER case, the number of packets to be multicast is reduced already
through the partitioning of receivers into local groups and the effect of larger

�
is not as pronounced.

5.5.2 Heterogeneous Independent Loss

We will now examine the effect of heterogeneous loss patterns on our results from the homogeneous
independent loss scenario. Figure 5.8 shows the per-packet latency ,�- � / D � in

� ��� for protocols C
and D2 on the ordinate, with respect to the number of receivers

�
.

In figure 5.8, compared to figure 5.7, it can be seen that the relative performance of protocol C to
protocol D2 for corresponding TG sizes

�
is hardly influenced by heterogeneity of loss. In absolute

6A throughput of � � ��� packets per second has been reported by Bolot [53] for a loaded IP path between Sophia
Antipolis (INRIA) and London (UCL).
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performance, both protocols have a poorer performance due to heterogeneous loss. This is because
the high loss receivers dominate the delay (the slowest receiver is decisive) through a higher number
of transmissions. Protocol D2 improves slightly in relation to protocol C, since fewer multicast
retransmissions are necessary in G parallel local groups with a small number of high loss receivers
each (D2), than in one large group, including all high loss receivers (C).

5.5.3 Shared source Link Loss

We examine the influence of shared source link loss. Figure 5.9 shows the per-packet latency ,�- � / D �
for protocols C and D2 on the ordinate, with respect to the number of receivers

�
. The packet

loss probability that each receiver sees is I �� �"  & , such that the loss probability on each link is
I � � & 4 � & 4 I .

In figure 5.9 it can be seen that protocol D2 performs better than protocol C for the whole range
of
�

. Both protocols benefit from shared source link loss. This is due to the fact that for shared
loss, even with retransmission of original packets, losses at different receivers can be recovered by
retransmission of one original packet (see section 5.3). Protocol D2 profits more from shared source
link loss than protocol C. The benefit through shared source link loss for both protocols is smaller
for large TG sizes

�
than for small

�
.
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5.6 Conclusion

In this chapter, we compared three generic reliable multicast protocols. Two of them (D1 and D2)
have additional structure that allows them to limit retransmission to a local scope. One protocol, C,
allows only retransmissions from the source. C and D2 were protocols with parity retransmissions,
while for D1 originals were retransmitted. Our conclusions from the comparison with respect to
completion time of a reliable transfer and the bandwidth needed are as follows:

� D2 outperforms D1 and C in terms of completion time and bandwidth.

� With heterogeneous loss, including certain high loss receivers, the performance of C decreases
more than the performance of the DER protocols.

� Applying hybrid type 2 ARQ to protocols with local groups does not yield as high a perfor-
mance gain, as applying it to protocols without local groups.
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� For large transmission group sizes
�

, the performance of C comes close to the performance of
D2.



Chapter 6

Conclusions

6.1 Summary of the Thesis

The thesis covers reliable multicast transmission from one sender to multiple receivers, where the
number of receivers is potentially very large. The thesis focus is on the design of protocol mecha-
nisms with respect to the scalability with the number of receivers and with respect to efficiency. We
consider protocol entities at the sender and the receivers only, where every receiver communicates
exclusively with the sender or other receivers. The potential of such an end-to-end approach is the
ease of deployment and the independence of the network. The proposed protocol mechanisms are
not dependent on support from the network, which allows reliable multicast to be employed over
any network: the Internet, satellite networks and ATM networks. Also combinations of networks are
possible to achieve reliable multicast transmission, as long as the combination provides a multicast
forward channel and a unicast feedback channel.

6.2 Contributions

We showed that it is possible to achieve scalable reliable multicast transmission for very large num-
bers of receivers up to one million via a protocol between sender and receivers only. The contri-
butions of the thesis to the field of reliable multicast are in the area of modeling and performance
evaluation, in findings for protocol design issues, and in new methods for retransmission and feed-
back for reliable multicast.

The contributions of the thesis to reliable multicast are outlined in the following.

6.2.1 Modeling

Throughout the thesis, performance is evaluated with analytical means and simulation for very large
numbers of receivers. Analytical performance evaluation can be understood as a contribution to the
field of reliable multicast.

Scalability with the number of receivers is a key requirement for reliable multicast protocols.
Evaluation of a multicast protocol via simulation, or experiment is feasible for a small number of
receivers, but is infeasible in a limited amount of time for a large number of receivers. Therefore,
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analytical modeling is required to evaluate performance and scalability of reliable multicast proto-
cols. However, analytical performance evaluation has been rarely applied [31, 16, 7] in the field of
reliable multicast.

We develop analytical tools that allow us to evaluate the following aspects:

� The evaluation of the loss correlation of receivers dependent on the multicast tree topology.
We give formulae that allow one to calculate the probability of having

�
receivers losing the

same packet, given a certain multicast tree topology and a homogeneous link loss probability.

� The number of multicast transmissions required to ensure that a packet is successfully received
at all receivers. The number of transmissions determines the network bandwidth needed for a
reliable multicast, the completion time of a reliable multicast, and the processing load at the
sender and at the receivers. We gave expressions for the expected number of transmissions
with integrated FEC, with layered FEC and with no FEC. In the case of no FEC we gave
formulae for the expected number of transmissions in the case of burst loss.

We discovered the step-like behavior in the expected number of transmissions with the loga-
rithm of the number of receivers and show that the expected number of transmissions in the
case of spatially correlated loss among the receivers can be obtained by considering a smaller
receiver population with independent loss.

� Feedback implosion is expressed by the number of feedback messages returned in a certain
time interval. For timer-based feedback mechanisms, we gave an analysis of the expected
number of feedback messages and the expected feedback latency. The analysis allows one to
compare several distributions for the timer choice on the performance in feedback suppression
and feedback delay performance.

In chapter 2 about modeling we evaluated the impact of the multicast routing algorithm on re-
liable multicast and showed that a multicast routing algorithm that optimizes delay (SPT) results in
better performance of reliable multicast than if the multicast tree is constructed by a routing algo-
rithm that optimizes cost (KMB).

The loss correlation among receivers is dependent on the topology of the multicast tree. We
compared SPT and KMB to several generic multicast trees for the cases of spatial loss correlation,
the number of transmissions and the link share of the tree. We showed that the full binary tree
(FBT) can serve as a good multicast tree model, since its loss characteristics are close to the loss
characteristics of multicast trees that are constructed by SPT and KMB.

For a small number of receivers, we presented a simple approximation of the expected number
of retransmissions to achieve reliability for all receivers. The approximation is independent of the
multicast tree topology and is just the product of the number of links in the multicast tree and the
homogeneous link loss probability: , 
%� E 1 .

6.2.2 Loss Recovery

For a high number of receivers, reliable multicast protocols suffer from a high aggregate loss seen
by the sender. As a consequence, a high number of transmissions by the sender are needed to repair
loss at the receivers.

We investigated how FEC (Forward Error Correction) can be combined with ARQ (Automatic
Repeat Request) to achieve scalable reliable multicast transmission. We considered the two scenarios
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where FEC is introduced as a transparent layer underneath a reliable multicast layer that uses ARQ,
and where FEC and ARQ are both integrated into a single layer that uses the retransmission of parity
data to recover from the loss of original data packets.

To evaluate the performance improvements due to FEC, we considered different loss rates and
different types of loss behaviors (spatially or temporally correlated loss, homogeneous or hetero-
geneous loss) for up to &  � receivers. Our results showed that introducing FEC as a transparent
layer below ARQ can improve multicast transmission efficiency and scalability. However there are
substantial additional improvements when FEC and ARQ are integrated.

Integrating FEC in a reliable multicast protocol does not come for free. The benefits in terms of a
reduced number of transmissions are paid by coding at the sender and decoding at the receivers. Our
evaluation of the impact of software coding and decoding on the throughput of the protocol showed
that the sender processing rate limits the throughput of the protocol. We showed that releasing
the sender from the burden of coding by pre-computation of parities or hardware support for coding
results in a reliable multicast protocol that achieves higher throughput than a protocol that retransmits
original data packets.

6.2.3 Feedback

The amount of feedback returned to the sender increases with the number of receivers. As the
number of receivers grows, the sender runs the danger of being overwhelmed by feedback messages.
We investigated the scalability of feedback in multicast communication and proposed a new way to
avoid feedback implosion by probabilistic feedback based on exponentially distributed timers.

By analysis and simulation for up to one million receivers we showed that feedback implosion is
avoided while feedback latency is low. The mechanism is robust against the loss of feedback mes-
sages and works well in case of homogeneous and heterogeneous delays. Our mechanism achieves
lower feedback latency for the same performance in feedback suppression than existing timer-based
feedback schemes. It is scalable, since the amount of state at every group member is independent
of the number of receivers and the number of feedback messages is nearly constant for wide ranges
of numbers of receivers. No topological information of the network is used and data delivery is the
only support required from the network. It adapts to the number of receivers and leads therefore to a
stable performance for implosion avoidance and feedback latency.

We showed that an estimate of the number of receivers can be given, based on exponentially
distributed timer feedback. The estimation of the number of receivers adapts within seconds to a
receiver population that changes in size by orders of magnitude.

6.2.4 Comparison

Finally, we quantified the difference in performance of an end-to-end reliable multicast protocol that
uses parity retransmission by the sender and exponentially distributed timers at the receivers to a
reliable multicast protocol that has support for retransmission from within the network.

Our performance measures were network bandwidth used for the reliable multicast and the com-
pletion time. Our findings indicate that the performance of a reliable multicast protocol without
support from the network is very close to the performance of a reliable multicast protocol that is
supported by the network, when the amount of data to transfer is large. For small amounts of data
reliable multicast protocols with support from the network achieve better performance.
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We further showed the benefits of combining the two approaches and considered a reliable mul-
ticast protocol that has both, support from the network, and integrated FEC. We showed that such a
protocol based on local parity retransmissions performs best in terms of bandwidth and latency.

In this context, we found that loss recovery techniques from protocols that do not have support
from the network may not yield the same benefits when applied in a reliable multicast protocol with
local recovery: the benefits of parity retransmission are higher for source-based protocols than for
local recovery protocols.

6.3 Outlook

The thesis has focused on aspects of reliable multicast. In order to be successfully deployed a few
more open issues need to be resolved.

6.3.1 Multicast Congestion Control

One of the most important open issues for multicast networks is congestion control for multicast
traffic. Congestion control is the means to avoid a network collapse by adjusting the amount of
traffic emitted through an overloaded network node, referred to as the bottleneck. The congestion
control algorithm of TCP handles congestion for unicast traffic over Internet bottlenecks. Several
new issues arise with congestion control for multicast:

Heterogeneity A multicast tree can include several bottlenecks. Receivers located behind dif-
ferent bottlenecks have different bandwidth available through the different bottlenecks. Multicast
congestion control therefore must deal with a set of several heterogeneous bottlenecks. Layered
transmission schemes are a first approach towards a scalable solution to this problem: The sender
transmits data via several multicast layers and a receiver decides on the number of layers it is able
to receive. This technique, already demonstrated for video [78, 79] and audio [23], is a first step
towards multicast congestion control for a heterogeneous set of bottlenecks. While for audio and
video a different number of layers results in a different quality audio or video, reliable multicast
requires a receiver to receive all data [22].

We showed that parity retransmissions leads to highly efficient reliable multicast. Another ad-
vantage of parities exists in the context of multicast congestion control. Parities spread the original
information over a longer period of time and therefore give receivers a certain flexibility by receiving
some time with a lower number of layers (a lower rate) than at other times. In order for a receiver to
receive the whole content and to limit duplicate receptions, a sophisticated method is needed at the
source to stripe data across layers.

Dynamics The bandwidth available through a bottleneck changes over time. Arriving and depart-
ing traffic, a changed network topology, or traffic controlled by other congestion control algorithms
results in varying bottleneck conditions. New bottlenecks appear, old bottlenecks disappear and the
traffic through each bottleneck is varying over time. Therefore, a challenge for multicast congestion
control is to handle such dynamics.
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Fairness Multicast traffic is copied inside the network towards the receivers. Therefore, multicast
traffic uses the network bandwidth more efficiently than several unicasts to the same number of
receivers. As a consequence, one can argue that multicast traffic should get some reward and should
not be treated the same as unicast traffic in a bottleneck.

Defining congestion as the loss of utility to a multicast receiver due to high traffic loads, the
task for congestion control is to maximize the sum of the receivers utilities at high traffic loads
with the fairness constraint that all receivers of all multicast groups get a fair share of the bottleneck
bandwidth. This is a definition that would favor a congestion control algorithm that weights multicast
traffic through a bottleneck with the number of receivers that are reached by this traffic. Several
methods to share the bottleneck bandwidth are possible and the subject of fairness is an open question
that needs to be investigated.
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Appendix A

Modeling

A.1 Lemm a 1

We proof a fundamental relation between routing and error recovery for 1:R – multicast communi-
cation. Given a homogeneous link loss probability � in a multicast connection (tree) with 1 links,
where retransmissions are multicast we show that the expected number of retransmissions ,�- 2 � 4�&7/
needed to deliver a packet from the source to all receivers can be approximated for any topology by
��1 , as long as ��1 � & :

,�- 2 �G4!&7/�
%��1
This approximation is based on the following Lemma 1.
Lemma 1
The CDF � � � � � can always be expressed in the following form:

� � � � � � & 4 	
� �� ��� � ��

� � � 	
� �� ��� � ��

� �
(A.1)

Where the � ��� and � ���� are polynomials in � : � � � ��� � � � , with the following properties:

� the smallest exponent in � is
� � � � � & and the coefficient of �

�
� � � is a natural number� �

� � �
� & .

� Let

–
� 8� be the number of polynomials � � �� in 4 � � �� ��� � �� � � , e.g. the number of
polynomials � � �� indexed by � 8� .

–
�
�� be the number of polynomials � � �� indexed by � �� .

Then it is always � 8� � � �� � &
� Let

107



108 APPENDIX A. MODELING

– � 8� be the sum of the coefficients
� � of all polynomials � ��� that have a minimal

exponent
��� � � � & . It is possible to sum over all � ��� : � 8� � � ��� � ��� �� , since for

polynomials with a minimal exponent
� � � � � & is

� � �% .
– � �� be the sum of the coefficients

� � of all polynomials � � �� that have a minimal
exponent

��� � � � & . As for � 8� we can sum as � �� ��� � �� � � � �� .

– 1 � be the number of links in the subtree rooted at K .

Then, when there is a link leading to K it is:

1 � � & � � 8� 4 � ��
In the case where K is the source, then there is no link leading to K and it is:

1 � � � 8� 4 � ��
A.1.1 Proof of Lemma 1

The proof proceeds by induction over the children
�

in
� C ��@ 
 �BK � using Eqs. (2.8), (2.9), (2.10) and

the binomial theorem.

� � � � � � �
�

	
�

�� � ���� � � � � � 8 � � (A.2)

When proving Lemma 1 for node K the induction assumption is that Lemma 1 holds for the
children of node K . The induction over the children must distinguish the cases of node K as a leaf,
as the source, and as an intermediate node – just as in the definition of the CDF � � � � � given in
(2.8), (2.9) and (2.10).
Case o)
The case where K is a leaf gives the induction basis.

� � � � � � �9	� ��� & 4 � � � & 4 	
� �� ��� � ��

� � � 	
� �� ��� � ��

� �

Where � 8� indexes just one polynomial � � � with the smallest exponent
��� & � & and the

coefficient
� � � & � & . � �� does not index any polynomial. Trivially, there is one more polynomial

in 4 � ��� ��� ��� � � , than in
� � ���� ��� ���� � � and

� 8� � � �� � &
holds. The one polynomial � � � � � � �%"("(" � � � with exponent

��� & and
� � � & , yields� 8� � � � �� � � � �� � & and since there’s no polynomial � � �� it is � �� �! . The number of links in

the subtree rooted at @ is 1 � �% and there is a link leading to @ and the equation

1 � � & � & � � 8� 4 � ��
is true.
Case i)
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For a node K , not a leaf we must distinguish two cases: the node K is the source � , or K is neither
source, nor leaf. In both cases the induction assumption (I.A.) is that Lemma 1 is true for every
child

� � � C ��@ 
 �BK � of K .
Case i.1.) K is the source �
Then due to the definition of �(� � � � in (2.10):

� �:� � � � �9	� � � � �

� � � ! ��� ��� � �
� � � �

�

��� � � � �

� � � ! ��� ��� � �
�
& 4 	

��
�

��� ��
�

� � � 	
���
�

��� ���
�

� � �

The proof that � � � � � can be expressed as:

� � � � � � & 4 	
��� ��� ��� � � � 	

���� ��� ���� � �
with the given properties in Lemma 1 Eq. (A.1) is relatively straightforward and proceeds via
another inner induction over the number �

� & ;("("("�; � of children
� � � C ��@ 
 � � � . For the ease of

indexing we assume the children of � named 1,. . . ,z.
Case i.1.o) The induction base is one child of source � ( �

� & ):

� � � � � � �9	� � � � �

�

� 
 �
� � � �

� � � � � � �
��� � � � & 4 	

��
�

��� ��� � � � 	
���
�

��� ���� � �
� & 4 	

� �� ��� � �� � � � 	
� �� ��� � �� � �

and Lemma 1 Eq. (A.1) is true due to the outer induction assumption, since
� � & indexes one child

of K and for a child the induction assumption holds. Therefore:

� 8� � � �� � &
is true for � � � � � , since the number of polynomials indexed by � 8� and � �� does not change and� 8
�
� � �� � & was true for the child by induction assumption.

For child & it is 1 � � & � � 8� 4 ��� � , since there is a link leading to child & .
There is only one child ( �

� & ) of the source � and the number of links in the tree rooted at � is
just the number of links in the tree rooted at the child ( 1 � ) plus one for the link from � to the child:
1 � � 1 � � & . It is � 8� � � 8� and ���� � ��� � for the source � as for the child & , since
4 � ��� ��� ��� � � � 4 � ��

� ��� ��� � � and
� � ���� ��� ���� � � �	� � ���

� ��� ���� � � . It is therefore

1 � � 1 � � & ��� � � � � 8� 4 ��� � � � 8� 4 ����
Since there is no link leading to � , Lemma 1 is proven for the case of one child of the source.



110 APPENDIX A. MODELING

Case i.1.i) The induction step from � to �
� & children of the source � .

This case uses the inner induction assumption, referred to as ( � " ��" � " ) that for � children at the
source � Lemma 1 is true for � . The induction step is adding one child, called �

� & , for which
Lemma 1 is also true by the outer induction assumption (

��" � " ). An extended notation � � �
�

will be
used to describe the source node � with � children. � � � �

� �
� � � � can be expressed as:

� � � �

�
� � � � � � �9	� � � � � �

�
� � � � � � � � �

Where:

� �

�
� � � � ��� � � � & 4 	

� �
� � � ��� � �� � � �

� � 	
� �
� � � ��� � �� � � �

�

� � � � � � � � � � � � & 4 	
����� ��� ��� ����� ��� �

� � 	
������ ��� ��� ������ ��� �

�

The product � �

�
� � � � � � � � � results again in the following form for � � � �

�
� � � � � :

� � � �

� �
� � � � � & 4 	

����� � � � � ��� � ���� � � � � �
�

� 	
� ���� � � � � ��� � ���� � � � � �

�

The polynomials � � ���� � � � � and � � ���� � � � � are products of polynomials � � �
� � � , � � ���� ��� , � � �� � � and� ����� ��� as can be seen below.

4 	
����� � � � � ��� ����� � � � � �

� � 4 	
��
� � � ��� ��� � � �

�
(A.3)

4 	
���
� � �  ����� ��� ��� ���� � � � ����� ��� �

�

4 	
� ���� ��� ��� � ���� ��� �

�

4 	
� �
� � �  � ���� ��� ��� � �� � � � � ���� ��� �

�

� 	
������ � � � � ��� ������ � � � � �

� � � 	
���
� � � ��� ���� � � �

�
(A.4)

� 	
���
� � �  ������ ��� ��� ���� � � � ������ ��� �

�

� 	
� ���� ��� ��� � ���� ��� �

�
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� 	
��
� � �  ����� ��� ��� ��� � � � ����� ��� �

�

Due to the induction assumption the � ���� � � , � ��� � � , � ������ ��� and � ����� ��� are all polynomials� ������� � � � in � with a minimal exponent
� � � � � & and the coefficient of �

�
� � � is a natural

number
� �
� � �

� & . A product � � � 9 of two polynomials � � and � 9 with this property results in a
polynomial in � with a minimal exponent

� � � � � ' � & and a coefficient of �
�
� � � that is again a

natural number
� �
� � �

� & . The polynomials � � ���� � � � � and � � ���� � � � � have therefore also a minimal

exponent
��� � � � & and

� �
� � �

� & .
The total number of polynomials

� 8� � �

�
� � in the sum 4 � � ���� � � � � ��� � ���� � � � � � � and the total number

of polynomials
� �� � �

�
� � in the sum

� � ������ � � � � ��� ������ � � � � � � has again the property:

� 8� � �

�
� � 4 � �� � �

�
� � � &

To prove this, the number of polynomials in the above expressions (A.3) and (A.4) will be
evaluated:

� 8� � �

� �
� � � 8� �

� �
� � � � �� �

� �
� � � � 8� � � � �

� � 8� � � � � � � 8� �

� �
� � � � �� � � � �

� �� � �

� �
� � � �� �

� �
� � � � �� �

� �
� � � � �� � � � �

� � �� � � � � � � 8� �

� �
� � � � 8� � � � �

The induction assumption gives

� 8� �

� �
� 4 � �� �

� �
� � &

� 8� � � � 4 � �� � � � � &
and can be applied to

� 8� � �

� �
� 4 � �� � �

� �
� :

� 8� � �

� �
� 4 � �� � �

� �
� � � � � � � � � � 8� �

� �
� 4 � �� �

� �
� �

� � �� �

� �
� 4 � 8� �

� �
� � &��� � � � &

In order to complete the proof of Lemma 1, we need to show that the number 1 � � �

� �
� of links in

the tree rooted at the source � with �
� & children equals the difference of the sums of the

coefficients
� � of the polynomials in (A.3) and (A.4):

1 � � �

� �
� � � 8� � �

� �
� 4 ���� � �

� �
�

The number 1 � � �

� �
� of links in the tree rooted at � in the case of �

� & children is just the number
1 � � � � of links in the case of � children at the source plus the number 1 �

� � of links in the tree
rooted at child �

� & plus & for the link leading from the source S to this child:

1 � � �

� �
� � 1 � � � � � 1 �

� �
� &
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As stated before the products � � � 9 of polynomials � � and � 9 in Eq. (A.3) and Eq. (A.4) have a
minimal exponent

��� � � � ' , which means that the coefficients
� �
� � � of these products do not

influence � 8� � �

�
� � and � �� � �

�
� � . Therefore only the polynomials in the expressions

� � �
� � � ��� � �� � � � � and

� � ���� ��� ��� � ���� ��� � � in (A.3) and the expressions
� � �

� � � ��� � �� � � � � and
� ������ ��� ��� ������ ��� � � in (A.4) have to be considered. The sum of the coefficients

� � in (A.3) and (A.4)

is:

� 8� � �

�
� � � 	

� ���� � � � � � � � ���� � � � �� 	
� �
� � � � � � �� � � � 	

� ���� ��� � � � ���� ���� � 8�
�
�
� � 8� � � ����� � �

�
� � � 	

������ � � � � � ��� ���� � � � �� 	
� �
� � � � � � �� � � � 	

� ���� ��� � � � ���� ���� ���� � � � ���� � � �

This yields:

� 8� � �

� �
� 4 ���� � �

� �
� � ��� 8� � � � � 8� � � � �

4 ������ � � � ���� � � � �� � � � � � � � 8� � � 4 ���� � � � 1 � � � ���� � � � 1 �

� �
� & � 1 � � � �� 1 � � �

� �
�

Case i.2.) K is neither the source � , nor a leaf
We need to consider definition (2.9) of � � � � � for this case:

� � � � � �
� 8 �	
�

�� � ���� � � �
& 4 � � � 8 � �

� � � ! ��� ��� ���
� � � �>4 �

�

The result from the preceding proof for the source � can be reused, since the expression�
� � � ! ��� ��� ��� � � � �:4 �

�
has the same form as � � � � � � �

� � � ! ��� ��� � � � � � �
�
. Lemma 1 has been proven

for the source and
�
� � � ! ��� ��� ��� � � � �:4 �

�
can therefore be expressed in the following form:

�

� � � ! ��� ��� ���
� � � �>4 �

� � & 4 	
��
�

��� � �� � � 8 � � 	
���
�

��� � �� � � 8 �
(A.5)
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Here the node variable � instead of K is used, since K is not the source and there is a link leading to
K . � describes the node K without the link leading from the parent to K . Because the properties in
Lemma 1 have been proven for the source � , � has the same properties:
The � � �� and � � �� are polynomials in � : � � � � � � � � .

� The smallest exponent in � is
� � � � � & and the coefficient of �

�
� � � is a natural number� �

� � �
� & .

�
� 8� � �

�� � &
� 1 �%� � 8� 4 � ��

Substituting
�
� � � ! ��� ��� � � � � � �

�
by (A.5) in � � � � � and applying the binomial theorem (A.2) yields:

� � � � � � �9	� � �
�

	
�

�� � ���� � � �
& 4 � � � 8 � �

� � � ! ��� ��� ���
� � � �:4 �

�

� � � � � � �
	
�

�� � ���� � � �
& 4 � � � 8 �

4
�

	
�

�� � ���� � � 	 � �

�

�
�
& 4 � � � � �� � � 8 �
�

�
	
�

�� � ���� � � 	 ���

�

�
�
& 4 � � � ���� � � 8 �
� � � � 9 � &
4 	

��
�

�B� � �
& 4 � � � ��� � �
� 	

� �
�

�B� � �
& 4 � � � ���� � �
� & 4 	

� �� ��� � ��
� � � 	

� �� ��� � ��
� � �

Where the indexes are just renamed � 8� � � 8� and � �� � � �� and cover the same range. The � � ��and � � �� are again polynomials with the following relation to the � � �� and � � �� :� � �� � � � �
& 4 � � � � �� (A.6)� ���� � � � �
& 4 � � � ���� (A.7)

The � ��� and � ���� are polynomials in � : � � ��� � � � � . The � ��� and � ���� have then the following
form:

� � �
& 4 � � � � � � � � & � � � � � 9 4 � � � � 9 �%"("(" (A.8)

These polynomials are again polynomials in � and have again a minimal exponent
��� � � � & � &

and the coefficient
� �
� � �

��� � � & � & is again a natural number, since
� � has this property. The
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bijective mapping of polynomials � � � to � � � in (A.6) and (A.7) means further that the number of
polynomials in 4 � � �� ��� � �� � � is the same as in 4 � � �

� ��� � �� � � 8 � and the number of polynomials
in
� � ���� ��� ���� � � is the same as in

� � ���
� ��� ���� � � 8 � :

� 8� � � 8� �
�� � �

��
Since

� 8� � �
�� � & holds it is also

� 8� � �
�� � & .

1 ��� � 8� 4 � ��
is true for � , since � describes node K as the source, without the link leading to K . The link to K
exists and the property

1 � � & � � 8� 4 � ��
in Lemma 1 has to be proven. The

� � s in the coefficients (
� � � & ) of the first order terms � in (A.8)

add up to � �%��� � � � � � � . The & s in the coefficients (
� � � & ) of the first order term � in (A.8) add� 8�

(
�
�� ) to � 8� ( � �� ) – one time for every polynomial � ��� ( � ���� ) of the

� 8�
(
�
�� ) polynomials.

Such that: � 8� � � 8� � � 8�� �� � � �� � � ��
This yields: � 8� 4 � �� � � 8� 4 � �� � � 8� 4 � ��� 1 � � &� 1 � � &

�



Appendix B

Throughput Analysis

Let us first recall from [16] the equations for the processing rates for protocol N2.

&(D $ � 9�
� ,�- � � 9 / (B.1)� ,�- 2 � 9 / ,�- � ��/ � �B,�- 2 � 9 / 46& � ,�- � � /

&(D $ � 9�
� ,�- � � 9 / (B.2)� ,�- 2 � 9 / �
& 4 I � ,�- � ��/

� �B,�- 2 � 9 / 46& �
� &� ,�- � � / � � 46&� ,�- � �� / �

� ,�-�B2 � 4 '
� � / ,�- � � /

We can derive the processing rates for NP in a similar way to N2, taking into account the time for
encoding and decoding and the fact that feedback and retransmissions are performed for entire
TGs. We define the following variables:

� � time to encode a packet at the sender, which is a function of
�

and C�
� constant encoding time factor
� � time to process the transmission of a packet
� � time to process a NAK at the sender
� � ; � � time to process a packet or timeout at a receiver
� � time to decode a packet at a receiver, which is a function of

�
and @� � constant decoding time factor

� � time to process and transmit a NAK at a receiver
� �� time to receive and process a NAK at a receiver
@ number of lost packets in a TG
2 � number of transmissions necessary for receiver � to successfully receive a packet
2 �

number of transmissions for all receivers to successfully receive a packet, � ��� � ' ; � � �
� � number of transmission rounds necessary for receiver � to successfully receive a TG
� number of transmission rounds for all receivers to successfully receive a TG
� � ; � �

send and receive per packet processing times of protocol � ��� � ' ; � � �
115
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$ �

�
; $ �

� send and receive per packet processing rates of protocol � ��� � ' ; � � �$ �

� throughput of protocol � ��� � ' ; � � � for a one-to-many transmission

The parameters I and
�

remain as before. To simplify the analysis we make the following
assumptions:

� Losses among receivers are independent.

� The sender never runs out of parities. Otherwise, receivers requiring more than C parities can
be ejected.

� Per transmission round always only one NAK is sent. NAKs are never lost.

� The buffer at the receivers is large enough to store the packets from all the TGs that cannot
yet be reconstructed.
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,�- 2 � � / is computed as ,�- 2 / of Eq. (3.7).
For the RSE coder presented in [20] per packet coding and decoding times are:

,�- � � /
� ��E �B,�- 2 � � / 46& � E � � (B.6)

,�- � � / � ��E I E � � (B.7)

where
�GE I denotes the mean number of data packets per transmission group that are lost and need

to be reconstructed and
�
� and

� � are constants for encoding and decoding that depend on the
particular hardware, the symbol size � and the the size � of the packets.
The mean number of transmission rounds is
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with ��- � � � / � ��- � � � � / �
;
�
� & ; ' ;�#�;("" .

For ��- � � � � / we use

��- � � � � / 
 �
& 4 I
� � � ;

�
� & ; ' ;�#�;(""

from the expressions derived in [80], which assumes that the number of parity packets sent during a
transmission round is the same as the number of parities needed by receiver � . Since the sender
will, however, send the maximum number of parities required by any receiver, this assumption will
yield an upper bound on the expected number of transmission rounds.
Figure B.1 shows that the analytical approximation provides an upper bound on the exact value of
E[T].
The derivation of the exact number of transmission rounds can be found in [81], however its use is
computationally very intensive.
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Figure B.1: The number of transmission rounds: Simulation and the analytical approximation for
protocol NP with parameters

�G� '  , I �% �"  & for independent loss.


