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Abstract—This work presents a first comprehensive analysis of
the impact of vector coded caching (VCC) in multi-user multiple-
input multiple-output (MU-MIMO) systems with multiple receive
antennas and variable pathloss — two key factors that critically
influence systems with inherent MU unicasting behavior. We
investigate two widely adopted precoding strategies: (i) block-
diagonalization (BD) at the transmitter combined with maximal
ratio combining (MRC) at the receivers, and (ii) zero-forcing
(ZF) precoding. Our analysis explicitly accounts for practical
considerations such as channel fading, channel state information
(CSI) acquisition overhead, and fairness-oriented power allocation.

Our contributions span both analytical and simulation-based
fronts. On the analytical side, we derive analytical expressions for
the achievable throughput under BD-MRC and ZF, highlighting
the performance benefits of equipping multi-antenna users with
cache-aided interference management. Specifically, we develop
a low-complexity BD-MRC optimization method that leverages
matrix structure to significantly reduce the dimensionality involved
in precoding computation, followed by solving the associated max-
min fairness problem through an efficient one-dimensional search.
In the massive MIMO regime, an asymptotic expression for
the achievable throughput over Rayleigh fading channels is also
derived. Simulations validate our theoretical results, confirming
that VCC delivers substantial performance gains over optimized
cacheless MU-MIMO systems. For example, with 32 transmit
antennas and 2 receive antennas per user, VCC yields throughput
improvements exceeding 300%. These gains are further amplified
under imperfect CSI at the transmitter, where VCC’s ability to
offload interference mitigation to the receivers ensures robust
performance even in the face of degraded CSI quality and elevated
acquisition costs.

Index Terms—Coded caching, max-min fairness, precoding,
power allocation, and MU-MIMO.

I. INTRODUCTION

Coded caching was first introduced in the context of the
single-stream Broadcast Channel (BC) in [2], where K cache-
aided receivers request different files from a shared content
library. This approach exploits each user’s ability to store a
fraction y € [0, 1] of the library, theoretically achieving Ky +1
degrees of freedom (DoF), often referred to as the coded
caching gain [3]-[5], and it roughly corresponds to the number
of users served at a time. However, practical implementations
faced challenges due to the combinatorial nature of the scheme
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in [2], which requires each file to be divided into ( ]?ﬂ{) non-
overlapping subfiles. As a result, finite file sizes impose a
fundamental constraint, reducing the real DoF to Ay+1, where
A (A < K), constrained by the file size, denotes the number
of distinct cached contents — equivalently referred to as cache
states — that can be stored at the users. In practice, these
constraints frequently limit achievable DoF to small single-
digit values [6].

To overcome these limitations, research has explored the
integration of coded caching with multi-antenna transmission,
leading to the concept of multi-antenna coded caching. Notable
related contributions include the works of Shariatpanahi et
al. [7] and Naderializadeh et al. [8], as well as studies on
physical-layer (PHY) multi-antenna coded caching [9]. Other
investigations have examined the scalability of content delivery
rates in massive multiple-input multiple-output (MIMO) and
cell-free networks [10], [11], while recent efforts have focused
on cache-aided precoders for mitigating inter-stream interfer-
ence [12] and location-aware caching for wireless extended
reality applications [13]. Further contributions can be found in
[3], [5], [14]-[18] and related works.

Despite these advancements, the early multi-antenna coded
caching strategies remained constrained by file-size limitations,
and as a consequence, their effective DoF remained upper-
bounded by Ay + @ [5], where @) represents the multiplexing
gain enabled by multiple antennas. This limitation simply meant
that the presented caching gains were dwarfed by conventional
multiplexing gains, particularly in massive MIMO where Ay <
Q, as extensively validated in field trials [19].

This limitation was overcome with vector coded caching
(VCC) in [20], whose introduction significantly enhanced the
role of caching in multi-antenna systems. Unlike previous XOR-
based approaches, VCC does not rely on multicasting; instead,
it employs a clique-based structure on vectors, achieving a real
DoF of Q(A~ + 1) under file-size constraints. This represents
a multiplicative DoF gain over the cacheless case (DoF @),
surpassing the additive improvement of previous XOR-based
methods (real DoF Ay+(@). Notably, this performance enhance-
ment comes with a manageable subpacketization cost. Recently,
VCC, also referred to as signal-level coded caching [21], has
evolved into a broad class of schemes extensively investigated
from an information-theoretic perspective, typically focusing
on the delivery-load—subpacketization tradeoff (e.g., [22]-[24]).
Moving beyond the infinite-SNR DoF analysis, the study in [21]
examined the delivery performance of VCC at finite SNRs
over wireless fading channels through numerical optimization,
incorporating user locations into the cache placement phase.
Another line of research in [25] provided a first statistical
analysis of VCC under practical SNR regimes, focusing on



the case of single-antenna receivers as well as symmetric
Rayleigh fading channels, incorporating beamforming gains
and CSI acquisition costs, thus providing early evidence of the
significant potential of VCC in wireless systems, demonstrating
a substantial multiplicative improvement in spectral efficiency
over conventional (cacheless) multi-user (MU) multiple-input
single-output (MISO) systems.

A. Limitations of Existing Works and Technical Challenges

Going beyond the preliminary study in [25], our work here
examines for the first time critical factors pertaining to a
more realistic implementation of VCC in wireless systems,
including the impact of channel asymmetry due to pathloss,
the emergence of multi-antenna receivers, and the need for
power allocation. In particular, channel asymmetry among
users is crucial due to the near-far bottleneck associated to
coded caching techniques, where this bottleneck has been
shown to significantly reduce spectral efficiency in finite-SNR
regimes [26]-[29]. Similarly, the growing adoption of multi-
antenna receivers [30]-[32] necessitates an investigation into
how they enhance VCC performance, particularly under het-
erogeneous pathloss conditions. These practical considerations
introduce new challenges, such as determining the optimal
multiplexing gain Q*, and thus balancing the intricate tradeoff
between multiplexing and beamforming gains as well as CSI
overhead [25]. Moreover, multi-antenna receiver combining
introduces a complex interaction between transmit precoding
and receiver processing [33]-[35].

This same channel asymmetry studied here, now also raises
concerns regarding user fairness, typically addressed via max-
min fairness (MMF) techniques [12], [21], which optimize
power allocation to maximize the minimum transmission rate.
In VCC, analyzing such fairness aspects is automatically
more involved, with optimizations that tend to be even more
complex due to the potentially larger number of users involved
(MMF leads to a non-convex, NP-hard problem [36]), leading
to potentially higher computational complexity, thus further
complicating resource allocation.

Together, these challenges — including pathloss variations,
heterogeneous receiver antenna configurations, multiplexing-
beamforming tradeoffs, and MMF constraints — make joint
optimization particularly difficult. Even with techniques like
block diagonalization (BD) precoding and maximal ratio
combining (MRC) [37]-[40], deriving closed-form spectral
efficiency expressions remains extremely challenging. These
challenges are tackled here, in the presence of cache-aided
interference management.

B. Contributions and Paper Structure

Our work captures the above crucial ingredients of fad-
ing, pathloss, fairness-based power allocation, CSI overhead,
linear precoding, and receiver combining, offering a first-
ever comprehensive study of VCC in practical MU-MIMO
settings. Given that Video-on-Demand (VoD) traffic accounts
for over 70% of total network data consumption [41], efficient
caching-based delivery mechanisms are essential in alleviating
network congestion. By addressing these challenges, our

study provides a systematic framework for enhancing spectral
efficiency in modern wireless networks through VCC. Our
main contributions are as follows:

1) We provide a rigorous analytical framework for VCC
under BD-MRC, focusing on both precoding and receiver-
side processing. Specifically, we leverage the idempotent
and Hermitian properties of projection matrices to design
a low-complexity BD precoder. Notably, for a given
transmitted symbol’s precoding column, this approach
allows us to replace the eigenvalue decomposition of an
L x L matrix (where L is the number of base-station
(BS) antennas) with the decomposition of a matrix whose
dimension is determined solely by the number of receive
antennas at the target user. Since the BS typically has far
more antennas than any individual user, this substantially
reduces computational complexity. Furthermore, we
derive a theoretical expression for the transmission rate
of a specific user and subsequently optimize the power
allocation across multiple symbols intended for that user
to maximize the achievable transmission rate under the
constraint of the user’s total allocated transmission power.

2) We then analytically determine the optimal effective
sum-rate (cf. Definition 1) of the BD-MRC based VCC
under the MMF requirement. To address the NP-hard
complexity of MMF optimization, we transform it into
a simple one-dimensional search problem where the
objective equality has a unique root. Furthermore, we
analytically derive the upper and lower bounds of the
root, which substantially constrain the search range for
determining the root numerically, making the root-finding
process more efficient.

3) We subsequently focus on Rayleigh fading channels with
variable pathloss for each user and analyze the delivery
performance of the optimized BD-MRC based VCC in
the massive MIMO regime.' Despite the requirement of a
one-dimensional search, the simplified objective equality
significantly reduces the search complexity. Furthermore,
assuming an equal number of receiving antennas per
user, we derive a simple closed-form expression for the
optimal effective sum-rate. This simple expression not
only allows us to bypass tedious numerical optimization
but also crisply reflects the impact of the various factors
under consideration.

4) Additionally, we analyze the performance of Zero-
Forcing (ZF) precoding for multi-antenna receivers in
VCC over Rayleigh fading channels with pathloss, and
derive closed-form expressions for lower and upper
bounds on the effective sum-rate, in the presence of
MMF. Our numerical results validate these bounds as
accurate approximations, demonstrating that for practical
receiver configurations in VCC, ZF precoding optimized
based on pathloss closely matches the performance of

'We also consider the special case of single-antenna receivers under BD
precoding and the MMF requirement, and derive the closed-form expression
for the optimal sum-rate, which was rightfully identified as a hard problem
in [38]. We refer to [42, Lemma 4.3] for more details.



optimized BD-MRC.?

Notations: For a positive integer a, we use [a] to denote the
set {1,2,--- ,a}. | -| denotes either the cardinality of a set
or the magnitude of a complex number. C denotes the set of
complex numbers, while E{-} and Tr{-} represent the average
operator and the trace operator respectively. Diag{a1, - ,a,}
denotes a diagonal matrix with diagonal elements ay, - - - , a,,
while ¥ \ ¢ denotes the set ¥ after removing the element
#. We will use (z)* £ max(z,0). All vectors are column
vectors. Furthermore, we use AT, A* and A to denote the
non-conjugate transpose, conjugation and conjugate transpose
of the matrix A respectively. [A],y denotes the (¢,v)-th
element in A. Also, 0;, € CF denotes the vector with all zero
elements, and I; € CL*L represents the identity matrix. We
additionally use X ~ ) to denote that X follows the statistical
distribution ), and we use CN(m,X) to denote complex
Gaussian distribution with mean vector m and covariance
matrix X. As L — oo, we write f(L) ~ g(L) to indicate that
limy o0 | f(L) — g(L)| = 0. Finally, we use || - || to represent
the /5-norm operator. Moreover, the main variables used in the
paper are summarized in Table I.

Paper Structure: We introduce the system model in Section II.
Then in Section III we elaborate on BD-MRC based VCC,
and in Section IV we present its corresponding analysis.
Subsequently, in Section V, we mathematically analyze the
performance of the ZF precoder for multi-antenna receivers.
Numerical results and performance comparisons are presented
in Section VI, while Section VII concludes the paper.

II. SYSTEM MODEL

We consider a single-cell downlink MU-MIMO system,
where a BS equipped with L antennas serves K cache-aided
multi-antenna users, each requesting a different file from a
file library F of N (N > K) equal-sized files. The BS
has full access to the library JF, while each user can only
cache a fraction v € [0, 1] of the library content, which is
to be done during off-peak hours. The scheme is presented
in detail in Section III-A, and it directly builds on the VCC
principles from [20], adapted here for the setting of multi-
antenna receivers. Due to the aforementioned finite file-size
constraints, we consider A (A < K) different cache states,
forcing B = % users to have the same cache content (as
elaborated in [20]). Again as elaborated in [20], during the
subsequent delivery phase, we consider G £ A~y + 1 user
groups (each group consisting of users with the same cache
contents) that are selected for service in each transmission
round, and from each group, we select ) € [B] users that will
receive information during that same round. This indicates that
there are as many as G( users served at a time.

We use ¥ to denote the G groups selected for service
during a specific transmission round. We also use Uy ; to
denote the k-th (k € [Q]) active user in group ¢ € ¥. We
further assume that each served user Uy, ; is equipped with

2This ZF precoding corresponds to the work of the conference version [1],
which though constrains itself to a special case of an equal number of receiving
antennas per user. Furthermore, the numerical comparisons with the optimized
BD-MRC were also omitted in [1].

TABLE I: Notations of Important Variables

Notation Definition

K Total number of users

L Number of transmit antennas

Piot Maximum allowable transmit power
F Total information bits per file

F Library with each file of F' bits

N Total number of files in the library F
Whn The n-th file of library F

w,T Subfile of Wy, labeled by Avy-tuple 7 C [A]

¥ Normalized cache size relative to the library content

A Number of distinct cache states

Q Number of users for signal decoding in a user-group of VCC
Q' Number of users served at a time in cacheless MU-MIMO
G = A~ + 1, nominal gain of coded caching

g Effective gain over cacheless MU-MIMO

g* Effective gain with Q' and @ being independently optimized
v Set of GG user groups, each group with a distinct cache state
B Number of users caching the same content

By, k Large-scale fading and/or pathloss to user Uy, 1

dy 1 File index required by user Uy, x

My 1 Number of receive antennas at user Uy,

Tk Number of signal symbols simultaneously sent to user Uy, g
My, Total number of receive antennas in user-group

Jp Total number of signal symbols sent to user-group

Sy,k,q g-th data symbol sent to user Uy, g

Sk Data vector sent to user Uy, 1

Py.k Diagonal matrix for power allocation to user Uy x

Py kg Transmit power allocated to the g-th data symbol to user Uy,
Vo k Precoding matrix for user Uy,

Vi kg g-th column of V, 1.

Sy Data vector sent to user-group

Vy Precoding matrix for user-group v
Hy Channel matrix from transmitter to user Uy, g

AN
Hy, 2 [Hy,o, Hy g
Hy r =My, Hyr1,Hypp1, . Hy Q]
Ty,  Projection matrix of the null-space of H;‘p _k
Ry.k Receiver-side matrix for signal combining at user Uy, 1
Ty k.q g-th column of R x
Zop ks AWGN at user Uw,k: and Zoyp | CN(O]\/[w P N()I]y[w k)
[eNs) CSI costs of simultaneously serving GQ users in VCC
Ay k,q g-th largest (non-zero) eigenvalue of Hi,kTwﬁkH:;,k
ty kg Eigenvector associated with the eigenvalue Ay 4
ApR - = minger, Pkl
o = maxge(s, 1Ay k,q}

My, receive antennas. We use My, £ 35, 1o My i, to denote
the total number of active receive antennas in group ¢ € .
As a result of having multi-antenna receivers, the BS can
simultaneously communicate a certain number .Jy ;. of symbols
to Uy 1, thereby enhancing the throughput to Uy 1, where the
maximum achievable value of Jy ;, will naturally depend on
L and M, 1, as well as will depend on the adopted precoding
scheme. We further use

Sk 2 [Spk1s s Sk, ]l € CTF,
Pw,k £ Dlag{ V Pd’yk,h IRV, Pd’yk,‘]w,k} € (CJw,kXJw,k’

to denote the data vector to Uy, ;, and the corresponding power
allocation matrix respectively, where the independent variables
{Sy.k,q : ¢ € [Jy.x)} have zero-mean and unit-power. As we
can now see, Jy £ Zke[Q] Jy 1 corresponds to the total
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intra-group interference

inter-group interference

number of data symbols simultaneously sent to group ¥. We
also note that each signal vector sy destined for Uy, ; will
be pre-processed into V. Py 1Sy 1 by a precoding matrix
L
Vi & Vo ko Vik,, ] € TR0k,
where each unit-norm vector vy ., € CL precodes sy 1 4-
Let us define

Sy 2 [Sg,p T 7S£,Q]T € (CJwa
Vy & [Vya,--, Vo] € CH,

where s, denotes the vector of data destined for the () served
users in group 1, and where V, represents the corresponding
precoding scheme. The transmitted signal xy € C for the
groups in ¥ then takes the form

Xq/:Zwe\pzke@]vw,kplp,ksw,kZZwE\PVdJPwa (M

where the diagonal matrix P, € C’+* 7+ contains the ordered
diagonal elements of matrices {Py  : k € [Q]}, which is
responsible for allocating power to the symbols in s.
Remark 1: This so-called VCC approach, simply ‘collapses’
(by linearly combining) a carefully selected set of |¥| = G

vectors into the single vector in (1) for one-shot transmission.
Without caching, this would require GG sequential transmissions.

Given xy in (1), the received signal vector y, 1, € CMu.k gt
user Uy 1 takes the form of (2), shown at the top of this page,
where zy . ~ CN (O, ,,Nolus,,) denotes the Additive
White Gaussian Noise (AWGN), and where Hy, j, € CL>*Mu.k
denotes the channel matrix from the BS to Uy . As each
cache-aided user Uy, j, knows — as we detail in Section III-A
— the messages {s¢ 9 : ¢ € ¥\ ¥, € [Q]} intended by the
active users in other cache states in ¥, we can conclude
that the inter-group interference in (2) can be removed by
using the cached content in Uy ; and the composite CSI
{H] Vs 9Py : ¢ €W\, 0 e[Q]}, the cost of which we
will account for in our analysis.

Decoding at each user Uy will involve the removal
of the known cache-aided interference, and the subsequent
processing of the remaining received signal by a receiver-side
matrix Ry s £ [Ly o1, Ty, ] € CMerX ok which is
channel-dependent and whose columns are power-normalized
to 1. Thus, in the end, after employing cache content to remove
inter-group interference, and after applying the decoding matrix
R «, the signal vector for decoding at Uy, ;, takes the form

Yo, =RicHY Vo Py isy e + 20

H T
FRIED o B VerPuwser. ()

It is easy to see that z;}k = ngzw,k € C'v+ still follows a
multi-variate complex Gaussian distribution.

III. BD-MRC BASED VECTOR CODED CACHING

In this section, we will first elaborate on VCC for multi-
antenna receivers, and then proceed to design the coherent BD-
MRC scheme. Finally, we will present the main performance
metrics for analysis in this paper.

A. Signal-Level Vector Coded Caching for Finite SNR

We will build on the general vector-clique structure in [20],
which effectively super-imposes G differently precoded data
vectors. We will here though carefully choose the precoding
schemes, while also carefully calibrating the dimensionality
of our super-imposed vectors by deciding how many users to
serve from or groups. This will allow us to control CSI costs
and to efficiently allocate power across users efficiently, thus
controlling two aspects that crucially affect the performance
in practical SNR regimes [25].

We proceed to describe the cache placement phase and the
subsequent delivery phase. For clarity, we summarize the main
VCC design in Algorithm 1.

1) Placement Phase: The cache placement policy is from
[20]. The first step involves the partition of each library file W,
into ( /(\ﬁ{) non-overlapping equally-sized subfiles {WZ 1T C
[A],|T| = Ay}, each labeled by some Avy-tuple 7 C [A]. As
discussed in Section I, the number of cache states A is chosen
to satisfy the file-size constraint. Subsequently the K users are
arbitrarily separated into A disjoint grougs D1,Ds, ..., Dy,
where the g-th user-group Dy £ {b'A+g} b,;[l) C [K] consists
of B= % users’. All the users belonging to the same group
are assigned the same cache state and thus proceed to cache
identical content. In particular, for those in the g-th group,
this content takes the form Zp, = {W,] : T > g, Vn € [N]}.
We clarify that this grouping as well as the entire placement
phase (which takes place rarely, and over off-peak hours), are
naturally done before the users’ requests take place.

2) Delivery Phase: This phase starts when each user Uy .,
1 € ¥ and k € [B], simultaneously asks for its intended
file, denoted here by Wy, . dy . € [N]. The BS then selects
Q < B users from each group*. By doing so, the BS decides
to first ‘encode’ over the first AQ users, and to repeat the
encoding process B/Q times’. To deliver to the AQ users,
the BS employs ( AA:\+1) sequential transmission stages. During

3We will henceforth consider K to be a multiple of A for the sake of clarity
of exposition, without though limiting the scope of the results. The general
case can be readily handled (cf. [20]) with a slight performance loss (cf. [25]).

It is not difficult to see that in the absence of caching, corresponding to
G =1, this @ would have played the role of the multiplexing gain.

5To see this, let us consider the example in Fig. 1, where G = 2 groups (2
cache states), each with ¢Q = 2 active users, are selected for service in each
transmission stage. The algorithm that we describe here will be first applied
to the first AQ users, and then, after this delivery is done, the same algorithm
will apply to the remaining AQ users, thus eventually satisfying all K users.
Also note that a small amount of additional subpacketization can easily resolve
the case where B/Q may not be an integer [20].



Algorithm 1: Vector Coded Caching (VCC)

1 Pl‘ocedure Placement Phase

2 Partition each file W,, into ( /Cy) non-overlapping
subfiles: W,, — {W,] : T C[A], |T|=Av}

3 Divide K users into A groups, each with B = K/A
users, indexed by [A] = {1,2,...,A}.

4 All users in the g-th (g € [A]) group store identical
content: Zp, = {W,] : g€ T, Vn € [N]}

5 End Procedure

6 Procedure Delivery Phase

7 Each user requests a distinct file

8 for b=1to B/Q do

9 Each encoding process serves a unique selection of
@ < B users from each group

10 | for stage t =1 to (MA+1) do

1 In each stage, choose a unique subset U C [A]
with |U] = Ay + 1

12 Denote the requested file of user Uy by
Wa, .. for ip € ¥ and k € [Q]

13 Transmit {W;;\z’ eV, kelQ]}

14 Design transmit signal xy in (1) by mapping
Wi s

dy .k

15 For received signal y 1 in (2), each user Uy 1
cancels inter-group interference via cached
content: {wa e U\yY, Yne[N]}

16 Intra-group interference in (2) is mitigated via
precoding and receiver processing (see (3))

17 | Selected @ users per group obtain requested files

18 End Procedure

each such stage, the BS simultaneously serves a unique set W
of || = Ay+1 groups, corresponding to a total of Q(Avy+1)
users served at a time (i.e., per transmission stage), during
which all the subfiles {W;; \Z’ c Y € U,k € [Q]} are sent

simultaneously. After mapping each such subfile W(;I; \zb into a
complex-valued data vector s, 3, the transmission is as shown
in (1). We here note that Uy ;, has cached the subfiles {wa :
¢ € U\, Vn € [N]}, thereby enabling U, j to cancel the inter-
group interference resulting from {W;; \j s e U\, ¥ € [Q]}.
Note that the inter-group interference cancellation also requires
knowledge of the composite CSI (cf. (2)). On the other hand,
the intra-group interference experienced at each user Uy, x,
resulting from {Wf \Z}, : k' € [Q]\ k}, can be handled —
as we will do here — with linear precoding that ‘separates’
the signals of the users from the same group. At the end of
the ( A ;\+1) transmission stages, all the AQ) users obtain their
intended files. By repeating this process B/() times per group,
across all groups, all the K users obtain all their intended files.
We refer to [20] for more details.

A Cache Sates: Bl T ec» i BB
Fig. 1: Illustration for vector coded caching with G =2, B =4 and Q = 2.

B. BD Precoding and MRC Combining

As pointed out in [37], complete channel diagonalization
(e.g., ZF) at the BS is suboptimal since each multi-antenna user
is able to coordinate the processing of its own receiver outputs.
We thus alternatively consider the well-known BD precoding
method [37]. Toward this, we first define the matrix Hy, _j, =
My, - Hy o1, Hy g1, Hyg] € CLX(My—My 1)
To cancel the intra-group interference in (2), Vy, ;, must lie in
the null-space of Hy, _, (denoted by @{Hj‘p’_ & }) such that the
product of Hgﬁ  and 'V, ;. is the zero matrix for any k € [Q)].
Thus, to successfully eliminate the inter-stream interference in
Uy,x, we have that

Jy k< min {Rank(@{HZﬁk}), Rank(Hw,k)}7 (4)

which, for independent Rayleigh fading channels, implies that
Jype <min{L — (My — My i), My }. We use Qy max to
denote the maximum () in the user-group 1, which equals
min { [ ML= ] B} if all the served users have the same
number of receive antennas M. As the users are equipped

with different numbers of antennas, we determine Q. max by
solving _Zncla Mok
o 1oy My
simplified case of a uniform ¢ for each group, we accept the

aforementioned maximum allowable () that takes the form
Qmax = min'LpG\I/ Qw,max-

Let Ty, 21, —H;,_,(HL ,H; )" HL _, be the
projection matrix which maps any vector m € C% into the
null-space of HJ, . We note that T}, , =Ty =T}
according to the idempotent and Hermitian properties of a
projection matrix. The BD precoding matrix V., € CE*Jv.x
dedicated to Uy ;, can be written as

— @ = 0. As we here consider the

Ty My Ty, My k.7,

Ty —emy el Ty —emy kg,

Vwk

s

&)

where the ¢-th (¢ € [Jyx]) column (denoted by vy 4) Of
V.1 precodes sy 1 4. By using this BD precoding, the signal
vector at Uy . in (3) becomes

Y= ngHg,kvw,kPw,ksw,k + 2y 1) (6)



and its g-th element y, , . of y, ;. (i.e., which corresponds to
decoding s ,4) is of the form

H T
kg = Tk gy kVorkaV/PokaSka + 25 kg
H T
+ Zpe[Jw o\a ribvk,qu,kvw,k:pmSw,k,p, @)

inter-stream interference

where this inter-stream interference results from the other
symbols intended for the same user. To maximize the power
of the useful signal for decoding sy 1,4, Wwe have that
2 where the equality is

H T T
|rw,k,qu,kV¢7k»(I|2 < |[Hy £V kg
achieved only if

Ty —kMy kg

Ty kg = OHY vy rg = 0H] | 8)

T, — My i g

for a non-zero constant 6 according to the well-known
Cauchy-Schwarz inequality. Here, we set 6 = 1/| |H:LZ &V kgl
to normalize ry, . ; this corresponds to the MRC receiver.

In the following, we will show how to select the vectors
my k1, " ,My kg, , i (5) to remove the inter-stream inter-
ference in (7). When my, ¢, 1,- - - ,my x g, , are the orthogonal
eigenvectors of Ty, _ k.H:Z’ chZ; & Ly, —k, the inter-stream inter-
ference in ygb k,q 1s completely eliminated, which can be easily
observed by the fact that for p # g, we have that

H * T
emw,k,qub,—kHw,qup,kTw,—kmw,k,p

H T _
kg Hy kVekp =

[Ty, —xmy g gl| || Ty, -y g pl
ONp kpmy) ) Ty

=0 9

Ty, kg g gl| [Ty, -y g pl|
where Ay 1., denotes the eigenvalue associated with the eigen-
vector my, j , of T¢_,,kH;2)kH57kT¢,1,k. Therefore, under
the common Gaussian signaling and the coherent BD-MRC
scheme, the signal-to-interference plus noise ratio (SINR) for
decoding sy i,q at Uy i is of the form

SINR}DMRC
_ Pyg v AT Ve k| (10)
No+ ety aivg P [T HE Vo]
_ Pyig m[, Ty _oH HY Ty _xmy g, (11

Ny

where we note that (10) is based on the received signal in (7),
while (11) follows from (8) and (9).

Toward providing CSI estimates to the BS and the users,
we will consider the common TDD uplink-downlink pilot
transmission, as this applies to MU-MIMO systems. Thus for
T being the coherence block period (in symbols), and for ©
being the number of symbols per receiving antenna and per
block used for pilot transmission, then the effective rate for
Uw’k is

Ty, — My kg2

Jy .k
Ryx=Scq ) ") o (1+SINRERN) natsisiHz (12)

where &g, £ 1 —0( X ey 2rerq) My.k) /T accounts for
CSI costs [38]. Without loss of generality, we sort {sy 1 q :
q € [Jy k]} in descending order according to the corresponding
{SINRJENRC : g € [Jyi]} at Uy

C. Some Preliminary Results for BD-MRC

As we see, implementing BD-MRC requires us to eigen-
decompose Ty, HY, kHi, & Ty, —k whose large size (compris-
ing L x L elements) renders it computationally consuming,
especially in the massive MIMO regime. This motivates us
to design a low-complexity approach to considerably ease the
BD-MRC implementation in Lemma 1.

This design is motivated by the observation (which can be
shown by using basic properties of projection matrices and basic
algebraic manipulations) that the matrices Hg,de,’,ngj}’k
and T¢,7kH:L7kH£,kTw,fk share the same non-zero eigen-
values. Before presenting Lemma 1, we define the vectors
{ty kg € CMuk 1 g € [Jyx]} as the orthogonal eigenvectors
of H), , Ty H;, , € CMvr*Mux where the eigenvector
ty,k,q 18 associated with the g-th largest (non-zero) eigenvalue
>‘¢’k1<1'

Lemma 1: The precoding vector vy i q t0 Sy k¢ for Uy
under the BD-MRC scheme is given the form

Ty —kH, by kg

Vi kg = (13)

Ty, H, by kgl
and this yields a corresponding SINR for symbol sy 1 4 of the
form

SINRBD-MRC _ Pwak:q

vka TN (14)

Ay kg

and an effective rate for Uy, ; of the form

Ty k Py k.q
Rw’k = §G,Q Zq:1 In (1 + TOAw’k’q . (15)

Proof: The proof is relegated to Appendix I. ]

Remark 2: We can see that each user Uy ; can remove in-
terference to decode up to Jy < Rank(HgﬁkT%_kab’k) <
My 1, of its symbols. We can also see that under the constraint
of a total power Py, = Zgil" Py 1.,q allocated to Uy, j, water-
filling (cf. [43, Ch. 10]) can maximize the effective rate of that
user.

Remark 3: We note that the design in Lemma | involves an
eigendecomposition of a much smaller My, ;. xM,y ;. matrix with
a computational complexity of O(Mi &) Assuming each user
has M receive antennas and .Jy , = M, the complexity of (13)
is O(M3+ L?+ ML), while that of V, 5 is O(M?+ ML?+
M?L). In contrast, eigendecomposing Ty, H, , HY Ty &
requires O(L?), and the cost of (5) is O(L3 + M L?). Since
L > M in practice, the overall scaling is asymptotically O(L?)
for Lemma 1 and O(L3) for (5), yielding an order-L reduction
in computational complexity.

Let us now address the balance between multiplexing
and beamforming gains, by first noting that such optimal
balancing requires either real-time adjustment of the number
of transmitted symbols (Jy ), or, when we always use the
maximum allowable number of transmitted symbols for Uy, z,
requires water-filling to dynamically allocate different powers
to our symbols. We will here consider the maximum allowable
value of Jy, ;, transmitted symbols to Uy, j, i.e., we will consider

Jyr =Rank(HJ, , Ty _oH}, ) < My (16)



The following corollary characterizes the optimal power
allocation for Uy, ;, by leveraging the water-filling algorithm,
which distributes power across the transmitted symbols based
on instantaneous channel conditions, ensuring adherence to
the power constraint Py, ;, and maximizing the effective rate
in (15).

Corollary 1: The optimal power allocated to symbol sy, 1 4
for maximizing the effective rate in (15), takes the form

1 Ng \ T
Paa = (- D)
P,k,q

Qo k
where, under a power constraint Py , the Lagrange multiplier
Qw1 1s the solution to

Jyk 1
Zq:l (

Qop.k

7)

Ny
Ay kg

)+ = Py (18)

Then, the optimal effective rate for Uy j, takes the form
Jy K

=¢ao Zln (1+ (J\Af:a’quk _ 1)+>. (19)

Proof: The proof is direct from the water-filling algorithm. W

Ry, 1 (Py.k)

D. MMF Framework and Main Performance Metrics

Let us now further consider MMF, where the minimum effec-
tive rate among the simultaneously served users is maximized
via power allocation under a specific precoding scheme. The
MMF problem for serving the users {Uy 1 : ¢ € ¥, k € [Q]}
can be now formulated as

maxp,, Mily ey MiNge(Q)

S
{ S.t. Pt Z’L/)G\I/ EkG

where P, denotes the maximum allowable transmit power at
the BS, and Py £ {Py ; : 1 € U,k € [Q]} denotes the set
of used powers.

Remark 4: The water-filling algorithm in Corollary 1 is
applied only across the streams of a given user Uy to
maximize that user’s effective rate under its allocated power
Py 1, i.e., the total power used to transmit the signal streams
to Uy . User fairness is ensured separately by the MMF
formulation in (20), which maximizes the minimum effective
rate among the concurrently served G users in VCC.

Let us now formally define some important metrics of
interest, which will be analyzed in Sections IV and V.

Definition 1: (Effective sum-rate). For a (G, Q)-VCC scheme,
its effective (instantaneous) sum-rate is denoted by R(G, @)
and is defined as the total effective rate (after accounting for
CSI costs) summed over the GQ simultaneously served users.
Moreover, R*(G, Q) denotes the effective sum-rate optimized
under the MMF criterion (cf. (20)).

Definition 2: (Effective gain over MU-MIMO). For a given
set of SNR, L and My, (V¢ € U,k € [Q]) resources,
and a fixed underlying precoder class, the effective gain,
after accounting for CSI costs, of the (G, Q)-VCC scheme
over the cacheless scenario (corresponding to G = 1, and
an operating multiplexing gain Q@"), will be denoted as
G & ZnnlRUGQN - yhere E;{R*(G,Q)} describes the

- ]E;”{R*(l,Q’)}’
rate R*(G, Q) averaged over channel fading and pathloss.

ka

(20)
P'LZ) k < Ptot

A maXQEh,T{R*(GvQ)}
We also call G* = maxgs En, {R*(1,Q)}

of optimized rates, where Q' and @ are also optimized,
independently for the cacheless and the cache-aided scenario.

as the effective gain

IV. PERFORMANCE ANALYSIS ON BD-MRC BASED
VECTOR CODED CACHING

This section begins by analyzing and solving the MMF
problem under the BD-MRC based VCC framework, which is
reformulated into a one-dimensional linear search problem. In
addition, we derive analytical upper and lower bounds for the
optimal MMF solution. We then examine two special scenarios:
(i) the case where each served user is sent the same number
of symbols in each transmission round, and (ii) the massive
MIMO scenario with Rayleigh fading channels.

A. Main Results

Let us first recall (cf. (9)) that the eigenvalue set {Ay k4 :
Y eV ke[Ql,q € [Jyx]} is a function of the channel
gains but not of the power allocation policy. Thus, by using
the effective rate expression in (15), the MMF optimization
problem in (20) under the BD-MRC scheme for downlink
power allocation, can be transformed into

Jy K

P
max min min &g, In (1 + BNk )
5] Pv vewkela oY & R
st.Po= 3 > > Pyig< Puo.

YeV kelQ] ¢€[Jy k]

Obviously, P, should reach its upper-bound P,,; when the
optimum is achieved. The following theorem solves the
optimization problem in (21) to derive the optimal effective
(instantaneous) sum-rate Rjp \rc and the effective gain of
optimized rates (cf. Definition 2). Before presenting the
theorem, let us note that fw () will denote the inverse function
of Ry, ;. (Py) in (19), which is a monotonically increasing
function w.r.t. Py . We proceed with the theorem.

Theorem 1: The effective sum-rate Rjp \jpc under optimal
power allocation for the MMF problem is the solution to

R
Zwe\p Zke[Q flM( BDgRC) = Piot,

and the optimal effective rate for each simultaneously served
user is identical, given by Rjp yre/(GQ). The corresponding
effective gain of optimized rates under the BD-MRC scheme
is given by

(22)

MAXQE([Quar] Ehr { Bipmre (G5 @)}
maxqre(qr,..] Enr{Rgpmre(l, @)}

rﬂdX

Furthermore, this optimal sum-rate is bounded as

géD—MRC - (23)

D * Dx
RBD—MRC S RBD—MRC S RBD-MRC

= ~ i .
where Rpp vre and Rpp vre are respectively the solutions to

Jw kNo EﬁD-MRC _ _

Z Z m1n é— J GQ 1 - Pt0t7
e i@ Ak @Q 7wk

(24)
Z Z Jy,No ( ( REpmre ) _ 1) — Pt

\max - oty

et e Mk fa.qlurGQ

(25)



where A £ qEIFln { Xy k) and AT £ Jnax Mg kgl
Proof: As the power allocatlon among the symbols intended
by Uy, does not affect the power allocation to other served
users, the effective rate for Uy, ;, must reach its optimal bound
under the power constraint Plz’ . (optimal power allocated to
Uy, for MMF), which has been solved in Corollary 1. As
R, .(Py,k) in (19) is a monotonically increasing function w.r.t.
Py 1, we can conclude that the simultaneously served users
must have the same effective rate (equaling Rjp yre/G/Q)
under the optimal power allocation in (21). To see this, simply
consider a contradictory case where, when the optimum for
(21) is achieved, if there exists one user whose effective rate is
higher than the smallest rate, this user can “borrow" some
power to the user with the smallest rate until their rates
are the same, without affecting the rates for other users,
which enhances the smallest effective rates, and which is
contradictory to the optimal power allocation assumption.
Considering Zwew Zke P}, = Piot and the inverse
function of R}, ; (Py k), we can obtain (22).

To derive the lower-bound for Iy , considering (15), we

first have that
R > Ju.k }?w k,q nnn
vk = 6o ) 1 In{1+ Ny Ay (26)

which is then substituted into (21) as the objective function.
Using similar analysis as that leading to (22), we can easily
obtain the identity for Rjp \rc- The upper-bound Ryp yre
follows the same procedure as Rfp vrc. With a difference
being that upper bounding Ry, now uses Ay« ]

As shown in Fig. 2, the numerical results under different
system parameter settings exhibit an excellent match with the
simulation results, which confirms the accuracy of Theorem 1.

Remark 5: We quickly ask the reader to note that the
derived sum-rate bounds Rfp yre and R vre considerably
facilitate the use of the simple one-dimensional binary search
to numerically establish Rgp yre in (22).

B. Special Case I: Symmetric Case

We also have the following, which considers the commonly-
assumed symmetric case where each scheduled user is sent an
equal number of symbols.

Corollary 2: In the symmetric case where Jy , = J for any
1 € U and k € [@Q)], the lower and upper bounds to the optimal
sum-rate R5p \re take the forms

> ;@D

0J)
. 28
) e

Proof: The derivation of EED_MRC and EED_MRC is direct after
setting Jy , = J, Vip € U, k € [Q] in Theorem 1. [ |

Remark 6: We note that Lemma 1, Corollary 1, Theorem 1
and Corollary 2, are all valid for any propagation channel
model, including Rayleigh fading, Rician-K fading, etc. The
same results also hold for scenarios that involve a non-full-rank

Piot/(NoJ)
DD
eV ke[Q]

Ptot/(
> 2 (

PeEVEC[Q)]

EED»MRC £¢6.0GQJ In (1 +

Ripare 2€6.0GQJ In (1 +

channel matrix product HZ,_ kHj%_  (e.g., Keyhole channels)
for ¢» € ¥ and k € [Q)], in which case we apply the pseudo-
inverse of H), |, HY, , in the projection matrix Ty, _p.

C. Special Case II: Massive MIMO Over Rayleigh Channels

In the following, we consider the massive MIMO regime [44]
entailing a very large L, generally corresponding to the case of
L>» My = ZkE[Q] My 1, for Vip € W, This setting captures
certain technological trends, as well as simplifies exposition, by
simplifying analysis of the eigenvalues of HEZ kLo, —Hy, €
CMuw.xMyk We here consider independent Rayleigh fading
channels where Jy, ;. = My 1, and where the elements of Hy, 1,
follow the i.i.d. complex Gaussian distribution with zero-mean
and variance Sy 1, where (3, 1 accounts for the large-scale
fading and/or pathloss. Lemma 2 distills the result of Theorem 1
to the massive MIMO case, and the reported results are naturally
independent of instantaneous channel fading.

Lemma 2: In the massive MIMO regime, the effective
instantaneous sum-rate Rgp, \rc Under the BD-MRC scheme
and optimal power allocation for MMF over independent
Rayleigh fading channels, is the solution to

RED—MR
5 5 Mot (o (g cfiticn) - 1)

6 (L — M + M ) - Ptot
PET ke[Q] ¥k ¥ ¥,k

(29)

with the corresponding power allocation policy that yields the
asymptotically optimal Rjp \re» taking the form

RI;D—MR
No My, (exp (&;VQALJ,,:GQ) - 1)
Bpa(L— My +Myy)
For the case when My, = M for Vi) € U, k € [Q)], then
Ripwmre(G, Q)

Py kg = (30)

Pt (L — (Q —1)M
~ £6.0GQM In <1 4+ (L= (Q-1) >71 ) (31)
NoM 3 yew Drelq) Bu i
Proof: The proof is relegated to Appendix II. |

The numerical results shown in Fig. 3, under various
system parameter settings, closely match the simulation results,
confirming the accuracy of Lemma 2.

V. PERFORMANCE ANALYSIS ON SIMPLE ZF BASED
VECTOR CODED CACHING

In this section, we analyze the effective sum-rate achieved
by the cache-aided downlink schemes of Section III-A for
the case of the ZF linear precoder over independent Rayleigh
fading channels where Jy, , = My, , for ¢y € ¥ and k € [Q)].
In contrast to the coherent BD-MRC design where both the
precoding/combining matrix optimization and power allocation
should be adjusted according to the instantaneous channel state
(recall Theorem 1), we here (cf. Theorem 2) simply perform
channel matrix inversion without any precoder optimization,
and we simply calibrate the power allocation as a function of
the (large-scale) pathloss which of course changes much slower
than fading does. The numerical results in Section VI show
that the performance gap between the simpler ZF precoder



and the fully optimized BD-MRC scheme is negligible for the
practical setting of L > M,, (cf. Fig. 2).

Following the conventional ZF precoding for single-antenna
receivers (cf. [45]), we completely separate the transmitted
My =73 kelQ] My, 1, symbol streams such that there is no inter-
stream interference. Therefore, the My ;. symbols simultane-
ously sent to Uy, ;. are fully separated (using complete channel
diagonalization at the BS), and user U, j; independently
decodes the intended M, ;, symbols without inter-stream inter-
ference. This corresponds to a decoding matrix Ry, r = Iz, ,
at user Uy x. We use Hy, = [Hy 1, -+, Hy ] € CL*Mo
to represent the channel matrix between the BS and the )
active users in user-group 1. Here, the precoding matrix for
the multi-antenna receivers in user-group v in (1) under the
ZF variant scheme is designed as

Vv, = Hj (HJH;)

oD, € CHMv (32)

where o denotes the Hadamard product (element-wise prod-
uct). In (32), Dy € CL*Mv js the normalization matrix
which guarantees a unit norm for each column of V,, and
whose (-th ({ € [My]) column takes the form D, , =

L([(Hinp)_l]u)_l/z, where 17, € CL is the vector with
all elements equaling 1.

Remark 7: Computing the ZF precoder V, in (32) has
complexity O(M; + LMy). Under the common massive-
MIMO regime with L > My, the complexity order is
asymptotically O(L). In contrast, BD-MRC for the same
group 1 scales asymptotically as O(L?), as discussed in
Remark 3. Thus, the ZF design asymptotically achieves an
order-L reduction in computational complexity compared to
performing BD-MRC via Lemma 1.

We first present the upper and lower bounds for the effective
rate at any given user, averaged over channel fading.

Proposition 1: The effective rate R%'; averaged over channel
fading at user Uy for ¢y € U,k € [Q] under ZF-based
precoding, is bounded as RZF < RZF < RﬁFk, where

My, 1

~ P, L-M
2600 Y In (1 + Poka( - w)ﬁw,k> 33
q=1
Ry Pyiq(L— My +1)8
w r 260 Z In (1 4 bk Now WC) . (34
qg=1
Proof: The proof is relegated to Appendix III. |

Since directly solving the MMF optimization problem in
(20) is computationally prohibitive, especially in large-scale
settings with many served users and large antenna arrays, we
take an alternative approach by optimizing strict upper and
lower bounds on the effective sum-rate. Specifically, instead of
solving the original MMF problem directly, we formulate two
separate optimization problems by treating the upper and lower
bounds derived in Proposition 1 as the objective functions
within the MMF framework in Theorem 2. This allows us
to obtain analytically optimized bounds on the sum-rate after
MMF optimization, thereby providing rigorous performance
guarantees. Furthermore, when all users are equipped with the
same number of receive antennas, the optimized bounds lead to

closed-form expressions, significantly simplifying performance
analysis. We now proceed with the theorem.

Theorem 2: The optimal MMF-constrained effective sum-
rate Rzp is bounded as R%p < RZF < RZF, where RZF and
RZF are respectively the solutions to®

}'%*
SO e Gl Cove ) B

1) = Piot, (35)

YET ke[Q) Bl = M)
R
sy NoMai (59 (g5 aemns) 1) Pros. (36)
= Ltot-
bET Ke[) Bu k(L= My +1)

In the symmetric case of My, ;, = M for Vo) € ¥, k € [Q], the
closed-form expressions for R and Rjy are respectively

Pior(L — QM) )
MNo Y pew Xreiq) Bk

Rip = £0.0GQM In (1 T

. Prod(L — QM +1
R;F_gG’QGQM1n<1+ ton(L = QM+ 1) )

MNo Y- yecw 2keiq) Bk

Proof: The proof follows a similar procedure to the BD-MRC
case. We first show that, at the optimum of the corresponding
MMF problem, all users attain the same lower bound on their
effective rate. Then, by analyzing the lower bound, we derive
the transmit power allocated to each user and sum over all
served users to match the total power P,.. This leads to (35).
In the symmetric case where all users have the same number
of receive antennas M, a closed-form expression for the lower
bound in (37) can be further obtained. The upper bound can
be derived using similar steps. ]

As shown in Figs. 2, 5, and 6, the tightness of the derived
bounds in Theorem 2 in estimating the actual performance is
validated under various system configurations.

It is important to note that while ZF precoding is particularly
beneficial in the large-antenna regime, the results presented
in Theorem 2 are not limited to large L. The derived upper
and lower bounds remain valid for a wide range of antenna
configurations, making them applicable to both moderate
and large-scale systems. These results offer an efficient yet
mathematically rigorous way to evaluate MMF-optimized sum-
rate behavior while reducing computational complexity.

By comparing Ry and R}y with R5p \re (cf. (31)) in the
symmetric setting, we obtain the following limit results:

: ‘RED—MRC — EEF' : M
1 = — =0 39
P e e VR - ) VB
- |Rbp e — Bl M-1
1 = lim ——— . (40
P faoGQM T —qQamy1 O @O

%Unlike in Theorem 1 for BD-MRC, where the MMF optimization is
performed before averaging over channel fading, we change the order of
operations in R;F. Specifically, we first take the expectation over channel
fading and then perform the MMF optimization. This reformulation allows us
to design the power allocation strategy based on large-scale fading and path
loss. While this approach simplifies the optimization process, it introduces
an approximation compared to directly solving the MMF problem before
averaging over channel fading, as done in the BD-MRC case.



TABLE II: Simulation Parameters (cf. [46], [48])

Parameters Value

AWGN spectral density —174 dBm/Hz

Spectrum bandwidth for each user 20 MHz

Carrier frequency 2 GHz

Macro-cell size Inner radius of 35 m and outer radius
of 500 m

Micro-cell size Inner radius of 10 m and outer radius
of 100 m

Pathloss exponent 7o no = 3.76 in Macro-cell and g = 3
in Micro-cell

lop = 107333 in Macro-cell and

lo = 10737 in Micro-cell

By = 107‘;’"]90 where 1y, 1 is the
distance from the BS to user Uy g
Typical values are around 33 dBm in

Micro-cell, and 40 dBm in Macro-cell

Attenuation regularization o
Pathloss model 3 x

Maximum transmit power Piot

These results lead to the following remark.

Remark 8: In the massive MIMO regime (i.e., L — 00), the
delivery performance gap between simple ZF and BD-MRC is
negligible when the number of receive antennas per user M is
small. This conclusion is further supported by the numerical
results in Section VI (e.g., Figs. 2 and 5).

VI. NUMERICAL RESULTS

This section presents various numerical results that validate
our analysis as well as provide clear comparisons’. We here
focus on the case where each user has the same number
of receiving antennas M. We consider users with relatively
low mobility, assuming a coherence block of T' = 15,000
symbols, which corresponds to a coherence time of 0.075
seconds and a coherence bandwidth of 200 kHz.® We further
consider CSI pilot length of ©® = 10, which, under some ideal
conditions, could provide near-perfect CSI at both the BS
and the users [38]°. We consider independent Rayleigh fading
channels and generate 1000 realizations of users’ locations,
based on the assumption of uniformly-distributed users across
the cell.'” Other simulation parameters are listed in Table II.

"The bounds in Theorem 2 have been demonstrated to be very tight in
our conference version [1]. For clarity of presentation, we only plot the tight
lower and upper bounds for ZF precoding as benchmarks to BD-MRC, while
omitting the simulation results since they almost perfectly overlap with the
bounds and are thus indistinguishable.

8For practical reference, at a carrier frequency of f. = 2 GHz in an
urban Micro-cell scenario, the RMS delay spread (DS) is approximately
114 nanoseconds [46, Table 7.5-6]. Using the empirical relation B, =
1/(50DS) for a correlation coefficient of 0.9 [47, Eq. (1.23)], the coherence
bandwidth B, is about 180 kHz. Considering a pedestrian moving at speed
v = 3 km/h, the maximum Doppler shift is fp = vf./c =~ 5.5 Hz [47,
Eq. (1.34)], where c denotes the light speed. This yields a coherence time of
T. = 0.423/fp =~ 0.077 seconds [47, Eq. (1.31)].

90 could be further decreased at higher SNR, thus further reducing the CSI
overhead, resulting in even higher performance gains brought about by VCC.

10T the best of our knowledge, there are currently no existing multi-antenna
coded caching schemes that significantly outperform conventional cacheless
MU-MIMO in terms of spectral efficiency. Although this work mainly focuses
on deriving analytical expressions that parametrize the delivery performance
of VCC, we still provide numerical comparisons between VCC and existing
multi-antenna coded caching schemes in Section VI-C.
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Fig. 3: Effective sum-rate and effective gain versus Piot for M = 4, L = 24,
G =6 and Q = Q' = 4 in a Macro-cell under BD-MRC and MMF. Typical
transmit power Piot between 4043 dBm.

A. Numerical Comparisons With Fixed ) and Q'

Fig. 2 plots the effective sum-rate versus P, under the
MMF power allocation. The analytical results represented
by blue solid lines, derived from Theorem 1, are obtained
via a one-dimensional binary search for Rjp\grc- For the
simulation results represented by red asterisk symbols in
the same figure, we use the built-in function “fminmax" in
MATLAB to numerically solve the MMF optimization in (21).
Interestingly, we note that the effective sum-rate increases with
M when SNR is higher, while it decreases with M/ when SNR
is relatively low, and where naturally spatial diversity is more
impactful than multiplexing gain. For relatively small values
of M (e.g., M < 4), simple ZF precoding exhibits reasonably
good performance, being only slightly inferior to BD-MRC
across the entire considered SNR range. This observation aligns
with the analysis in Remark 8. However, for larger values of
M (e.g., M = 12), its performance in the low-SNR regime
deteriorates significantly, leading to a substantial performance
gap compared to BD-MRC in this region.

Fig. 3 shows both the effective sum-rate and the corre-
sponding gain versus P, for G = 6, L = 24, M = 4 and
@ = Q' = 4 under BD-MRC and MMF in the Macro-cell.
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Fig. 4: Effective sum-rate and effective gain versus Piot for L = 32, M = 4,
Q = 2, Q" = 8 and (a very conservative) G = 4 in a Macro-cell under

BD-MRC and MMF.

This setup is motivated by the assumption that the precoder

size remains unchanged in both the cacheless and VCC cases.

As seen from the VCC transmit signal in (1), the system can
sequentially precode GG data vectors — each of dimension

QM x 1 — and aggregate them for simultaneous transmission.

In contrast, a conventional MU-MIMO system would transmit
these vectors one after another. This structure allows VCC to
support GG times more users without requiring a larger precoder,
making it compatible with existing transmitter architectures.
In Fig. 3, the simulated results are generated following the
same procedure as in Fig. 2, and the red curve corresponds
to the asymptotic expression derived in Lemma 2. Even for
moderate values of L, the asymptotic result closely matches
the simulation, demonstrating its high accuracy. In the effective
gain plot, it is observed that for practical transmit power levels
P, the spectral efficiency is nearly doubled compared to the
conventional (cacheless) MU-MIMO system. Moreover, the
effective gain continues to increase as Pjot grows.

The delivery performance with the same DoF (i.e., Q' = GQ)
in VCC and in the cacheless scenario under BD-MRC and
MMF is plotted in Fig. 4. In contrast to the increasing
effective gain w.r.t. P, that we experience in Fig. 3, the
effective gain in Fig. 4 decreases with Py, while still
though allowing for good performance gains, especially in
low SNR. This benefits from the fact that VCC introduces
an extra multiplexing dimension for inter-user interference
cancellation. This considerably alleviates the multiplexing load
that should have been handled by multiple antennas, thus
yielding greater beamforming gains for the users, which is
particularly meaningful when requiring high beamforming
gains in low SNR. Even at practical transmit power levels
(Piot € [40,43] dBm), the effective gain achieved by VCC
remains above 230%, indicating a 1.3-fold improvement in
spectral efficiency over the cacheless MU-MIMO system.

B. Numerical Comparisons With Optimized Q) and Q'

Now we shift to the case of the optimal balance between
multiplexing and beamforming gains, which will be shown to

be particularly meaningful in the medium to high SNR regime.
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Fig. 5: Optimal effective sum-rate and effective gain versus Pyot for G = 6,
M = 4 in a Macro-cell under MMF, where Q and Q' are independently
optimized.

Fig. 5 plots the effective gain (corresponding to optimized rates
— where Q and Q' are independently optimized) versus Py,
for the Macro-cell case. While VCC provides a substantial
gain over the corresponding traditional (cacheless) MU-MIMO
scenario, this gain is lower than in the symmetric fading
case (i.e., identical pathloss) studied in [25]. This reduction is
primarily due to the severe near-far effect, which significantly
constrains the effective sum-rate — particularly in large cells,
even with optimal power allocation.!' In contrast, things are
very different in the Micro-cell setting (see Fig. 6) where the
effective gain of optimized rates is again very notable. For
example, in a Micro-cell setting, the recorded gain is 410% for
the reasonable BS transmit power of P, = 33 dBm. It is also
worth noting that simple ZF precoding — with power allocation
based on pathloss among the served users — yields a tight
lower bound for the BD-MRC scheme when L is large and M
is relatively small, as observed in Figs. 5-6. This observation
is consistent with the analytical result in Remark 8.

C. Comparisons to Bit-Level Multi-Antenna Coded Caching

Since coded caching is essentially a form of network
coding, most of VCC schemes (e.g., [20]-[25]) admit a
PHY representation consistent with (1), characterized by a
superposition of precoded L x 1 signal streams. In contrast, the
conventional multi-antenna framework corresponds to bit-level
coded caching (BCC) (e.g., [7], [10], [12]), where subfiles
intended for a given user set are combined through bitwise
XOR operations. This motivates a comparison between the
PHY delivery performance of VCC and BCC. However, as
noted in the Introduction, most existing multi-antenna coded
caching schemes—typically bit-level—ignore the practical
subpacketization constraint, which limits their achievable DoF
to approximately Ay 4+ . Under finite file sizes, [3] revisits
the canonical multi-server coded caching framework [7], [12]

'The situation is further exacerbated by the uniform distribution of users
within the Macro-cell, with a majority positioned near the cell edge. For
instance, 64.32% of users are more than 300 meters from the BS, where,
given a typical Macro-cell BS transmit power of P; = 40 dBm, their average
SNR falls below 12.55 dB. Additional cases are detailed in Table 4.1 of [42].
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and proposes a reduced-complexity variant that preserves its
main properties. We therefore adopt this bit-level multi-server

variant (MSV) from [3] as the comparison baseline for VCC,

and for simplicity, single-antenna users are considered, as also
assumed in [3]. Furthermore, symmetric Rayleigh fading is
assumed for all served users.

In the MSV scheme [3], the transmitter generates L signal
streams, among which L — 1 are dedicated to L — 1 unicast
users and one stream carries an XOR-coded (common) message
intended for another G = A7y + 1 users. Once the XOR
message is decoded, each of these G users can reconstruct
its desired subfile using the cached content. Under the equal
power allocation policy, the transmit signal is given by

XMSV = |/ tOtfo o+Z\/ mfkck,

where ¢y represents the common XOR-coded message, cj
denotes the symbol for the k-th unicast user, and fy,...,f;_1
are unit-norm precoding vectors of size L x 1. The vector fj is
designed to cancel the interference from the unicast signals at
a specific multicast user (e.g., the first user), enabling that user
to decode the XOR message. The remaining G — 1 multicast
users exploit their cached content to remove unicast interference
before decoding the same XOR message. Consequently, the

(41)

scheme simultaneously serves L — 1 + G = L + A~y users,

which corresponds to its achievable DoF. Additional design
details of the MSV framework can be found in [3].

Let hye € CE*1 (k € [L — 1]) and hycp € CEX!

(k" € [G)) denote the channels of unicast and multicast users,

respectively. The precoding vectors in (41) are designed as

7huC,L—1}7
7huC,k:717 huc,k+17 LR

fo € O{hyc,1, hyc2, - -

fk: € (D){hmc,la huc717 oo huC,Lfl}a

which can be implemented using BD precoding.
The transmission rate of the XOR-coded message is

Rpe = G min In (1 + Phot

2
hye p fi , 42
k' €[G] NoL o, O| ) “2)

where the minimum operator ensures successful decoding of the
multicast message among all G target users. The transmission
rate of the k-th unicast stream is

Rycr = 1n< Dot ‘huc k| ) :

Since the spatial multiplexing resources are fully utilized,
no additional dimension is available for beamforming toward
individual users, leading to

hmc,k’fo ~ CN(O, 1), vk ¢ [G],
huc,kfk ~ CN(O, 1), Vk € [L — 1].

(43)

(44)
(45)

The effective total rate of the MSV scheme is of the form

L—-1
Rysv = §L+A'y <Rmc + Z Ruc,k:) )
k=1

where {747, £ 1—O(L+A~)/T represents the CSI overhead
factor. Considering BD precoding in the cacheless baseline,
the effective gain of MSV is defined as

E{Rmsv}
maxQ,e[L] E{RBD(L Q/)} ’

where the expectation is taken over channel realizations,
and Rpp(1l,Q’) denotes the effective rate of BD precoding
analyzed in Section IV for single-antenna receivers under
symmetric channel conditions (8, = 1, Vk € [K]). We
note that the original MSV scheme in [3] does not adjust
the number of unicast streams in (41) to optimize the multi-
plexing—beamforming tradeoff, as in VCC. To fully exploit the
transmission capability of the MSV scheme under finite SNR,
we further adjust the number of unicast streams Quc < L —1
in (41) to achieve an optimized multiplexing—beamforming
tradeoff, referred to as the modified MSV scheme, where
the optimal BD design follows the same procedures as we
considered in VCC (cf. Section III-B). The corresponding
effective gain is defined as

(46)

47

Omsv =

;o maxg, er—1) E{Rusv(Que)}
Gmsv = YR (48)
maxqe(r] E{Rpp(1,Q")}
As P,y — oo, the optimal Q' in the cacheless BD baseline
equals L, leading to the high-SNR limit for MSV as

L+ Ay
L 9
which approaches unity as L — co. Even for moderate values,
such as L = 32 and G = 6, the high-SNR limit gain remains
marginal, which equals 3%;5 = 1.1563 as shown in Fig. 7.
Fig. 7 compares the effective gains of MSV and BD-based
VCC against the cacheless BD baseline. Both MSV and VCC
exhibit increasing gains with SNR, yet VCC shows a notably
sharper rise, implying a growing advantage over the cacheless
baseline. In contrast, the effective gain of original MSV in [3]
remains below 1 at finite SNRs, indicating that the cacheless
baseline consistently outperforms original MSV. The main
reasons are threefold: ¢) the DoF limitation of MSV, equal
to L + A~, providing only marginal gain for large L at finite
SNRs; #i) the inherent worst-user bottleneck in multicasting,
where the XOR rate is constrained by the weakest user (cf.

Gumsy — (49)
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symmetric Rayleigh fading channels

(42)); and i) the additional CSI acquisition required for
approximately Ay more users compared with the cacheless case,
which further reduces the effective throughput. As illustrated in
Fig. 7, while the modified MSV scheme achieves the optimal
multiplexing—beamforming tradeoff at finite SNRs, its effective
gain, though clearly improved, remains close to one, implying
limited advantage over the cacheless baseline. This result
corroborates the claim made in the Introduction that the caching
gains achieved by bit-level multi-antenna coded caching are
overshadowed by the conventional multiplexing gains.

D. VCC With Imperfect CSIT and CSIR

In this subsection, we present two parts. The first part
considers the case with imperfect CSIT while assuming perfect
CSI at the receiver (CSIR). The second part extends the study
to include both imperfect CSIT and CSIR.

1) Imperfect CSIT: We now turn to the case of imper-
fect CSIT — a common scenario in practice due to pilot
contamination, estimation errors, and feedback delays. While
accurate CSI typically enhances spectral efficiency, Fig. 8
illustrates that VCC can, in some cases, achieve even higher
gains under imperfect CSIT than in the perfect CSIT setting.
This is because inter-group interference can be mitigated using
cached content, independent of CSIT quality — a sharp contrast
to conventional cacheless MU-MIMO, which relies heavily on
accurate CSIT for interference management. Throughout, we
assume perfect CSIR,'? reflecting its more robust acquisition
in practical systems. To simplify the analysis, we focus on
single-antenna receivers under ZF precoding, aiming to assess
whether the reported gains persist despite CSIT imperfections.

With single-antenna receivers, the channel between the BS
and user Uy, ;. (for any ¢ € ¥ and k € [Q]) is now represented
as a vector, denoted by hy, , € CL. Let hy j denote the CSI
estimate at the BS. Considering the linear MMSE estimation
[49], we can express hy,  as hy , = hw k —|—h¢ k, Where h¢, k
represents the estimation errors, whose elements follow the

I2CSIR is typically more accurate than CSIT, as it is estimated directly from
pilots at each receiver. In contrast, CSIT acquisition — via feedback in FDD
or uplink pilots in TDD — is more error-prone due to delay, quantization,
interference, and user coordination. This disparity further amplifies the relative
gains of VCC.

i.i.d. Gaussian distribution with zero-mean and variance Gy j.
Naturally, hw % 1s independent of the MMSE estimate hw k-
The BS treats h%k as the real channel vector and then
follows the same paradigm as in (32) to perform ZF precoding.
Let \A/'d, denote the ZF matrix based on the MMSE estimates
{hy 1 : k € [Q]}. Following the channel training method in
[38], after the BS finishes the CSI estimation, the BS issues an
additional downlink training phase, where it sends several
orthogonal training symbols along each of the precoding
vectors to user Uy for any ¢ € ¥ and k € [Q] for
coherent detection. By doing so, Uy, ;, can obtain the coupling
(composite) coefficients { /Py 1, Vo i = ¢ € U K € [Q},
where v, 5/ denotes the k'-th column of V¢. As the downlink
training is assumed to be perfect, Uy, ;, detects these coupling
coefficients perfectly (perfect composite CSIR), which enables
it to completely cancel the inter-group interference by applying
its cached content, as described in Section II. After removing
the inter-group interference, the remaining signal at Uy  is

Yok =V Py, 1V p 1Sy k + 2k

T -
Do VPR B pspg (50)
yielding a SINR when decoding sy ; of the form
Py e |hg, ¥ k]
SINRZ', = 0 (51)

- No+ Dweionk Py Vo wrl?’

and an effective sum rate, under imperfect CSIT, of the form

r,6.0)= (1-922) S ¥ m(rsith) .
Yev kelQ)

where SINR?[,’F,C is given by (51). The effective sum rate of the
corresponding cacheless case is RZE (1,Q’), where Q' is the
operational multiplexing gain under conventional ZF precoding.
As shown in [42], power allocation for MMF optimization
marginally improves the effective gain, despite the notable
increase in the effective sum-rate. For simplicity, we consider
equal power allocation among the users and then consider the

effective gain as defined below

, o maxgey) E{REL (G, Q)}
2 maxqgre[L] E{Rsum 1 QI)}7
where the expectation is averaged over channel states.
Fig. 8 is obtained by selecting the optimal multiplexing
gain for each SNR value, while the effective gain is computed
according to (53). As expected, under imperfect CSIT, VCC
exhibits lower effective sum-rate than the perfect CSIT case
in the medium-to-high SNR regime, since the system is
interference-limited due to CSIT estimation errors. Surprisingly,
however, the effective gain achieved by VCC under imperfect
CSIT surpasses that of the perfect CSIT case in the medium-
to-high SNR region. This phenomenon is primarily attributed
to the fact that, in VCC, inter-group interference is completely
canceled without relying on CSIT, significantly mitigating the
impact of CSIT errors on system performance. In contrast,
for the cacheless MU-MIMO system, the elimination of inter-
user interference heavily depends on the quality of the CSIT,
making its performance more sensitive to CSIT imperfections.

(53)
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Fig. 8: Effective sum-rate and effective gain versus SNR for L = 16, M =1
and G = 6 under ZF precoding, where the users are statistically symmetric.
Specifically, By x = 1, and By, = B8 = 0.01 for any served user in the case
of imperfect CSIT. SNR denotes the average transmit SNR £ Pyo /No.

2) Imperfect CSIT and CSIR: In the following, we examine
the impact of imperfect CSIT and CSIR on VCC delivery. Let
Az WA [T kv¢ o denote the coupling coefficient for all 1, ¢ €
U and k, 19 € [Q] Under MMSE estimation at the recelver,
A¢’k = A¢’ e+ Aw Z, where A%’ k is the estimate and A
CN(0, B ) is the error. For 51mp1101ty, we consider a symmetrlc
case with identical error variance 3’ for all coefficients.

With imperfect CSIR, cache-aided interference cancellation
is not perfect and leaves residual interference. The signal after
imperfect cache-aided interference cancellation is

-
Yok = Ypp + Z Z VP Ai,k 54,9
PEW\Y 9€[Q]

where yw i 18 the signal for the imperfect-CSIT-only case (see
(50)). Assuming equal power allocation and ZF precoding, the
resulting SINR is

(54)

Ptot

Ad’k’ +Pcocﬁ/
No+1 ’

where the interference term I accounts for residuals due to
both imperfect CSIT and CSIR:

SINRZY, = (55)

ra Ptot Z E{| /|2}+Ptot Z Z E{|A |2}
ElQN\k ¢€\I/\w I€[Q]

_ Ptot 1 _

= GQﬁ (GQ —1). (56)

Substituting (55) into (52) and (53) yields the effective gain
under simultaneous CSIT and CSIR imperfections.

Fig. 9 illustrates the effective gain of VCC under both
imperfect CSIT and CSIR conditions with varying CSIR
estimation accuracy. At low SNR, the effective gains under
different CSIR qualities are close to that of the perfect-CSI
case, consistent with the observation in Fig. 8. As the SNR
increases, however, residual inter-user interference caused by
imperfect CSIT and CSIR becomes more significant, leading to
a gradual reduction in the effective gain. In practical systems,
the CSIR estimation accuracy is usually much higher than that
of CSIT, i.e., 3' < B, where B denotes the variance of CSIT
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Fig. 9: Effective gain versus SNR under the same parameters as Fig. 8, with
additional imperfect CSIR consideration.

errors. Therefore, the case of 3/ = 3 (green curve) represents a
worst-case scenario. Even in this worst case, VCC still achieves
more than triple the spectral efficiency of the cacheless baseline
when SNR exceeds 20 dB. The numerical comparisons in Fig. 9
confirm that VCC maintains a substantial multiplicative spectral-
efficiency gain over cacheless MU-MIMO systems, even in the
presence of simultaneous CSIT and CSIR imperfections.

VII. CONCLUSIONS AND FUTURE WORK

We investigated VCC under realistic conditions, including
variable pathloss, multi-antenna receivers, MMF, and practical
precoders and combiners. We derived analytical expressions
for the effective sum-rate and gain under BD-MRC and
ZF schemes, along with several closed-form results under
simplifying assumptions. Numerical evaluations confirmed
the tightness of these expressions and demonstrated the
significant gains of VCC in realistic scenarios. These gains
are particularly pronounced in Micro-cell environments, where
we observed spectral efficiency improvements exceeding 300%
over conventional (cacheless) MU-MIMO systems. Moreover,
Fig. 7 compared the effective gains of VCC with the multi-
server scheme and its variants, demonstrating its performance
advantage over conventional multi-antenna coded caching ap-
proaches. Importantly, all reported gains in Figs. 5-9 represent
improvements over optimized traditional MU-MIMO baselines,
including any additional CSI acquisition costs.

In addition to the obvious multiplexing dimension for
interference cancellation enabled by additional memory, VCC
enhances beamforming gains which are especially valuable in
low-SNR regimes. The technique also remains effective even
under constraints such as a limited number of active signal
streams (e.g., GQM < 32 in Fig 4). Beyond its theoretical
advantages, VCC offers strong practical value. With VoD
representing over 70% of network traffic and cacheable content
comprising nearly 90% of data consumption, such caching-
based strategies present a scalable solution to enhance spectral
efficiency and reduce congestion in high-demand, content-heavy
networks.

It is worth noting that the simulation results presented
are somewhat conservative. In particular, the performance
gains of the proposed cache-aided MU-MIMO scheme become



significantly more pronounced when imperfect CSIT is taken
into account. This is a key strength of our approach: its
inherent robustness and improved performance under CSIT
imperfections, by virtue of the fact that VCC shifts much
of the interference management to the receivers, inherently
reducing per-user CSIT needs. A preliminary indication of these
enhanced gains was illustrated in Fig. 8. Future work may focus
on extending the current framework to explicitly characterize
the impact of imperfect CSIT and CSIR. In particular, it
would be valuable to analyze the performance under different
CSI quality levels and investigate the trade-offs among CSI
accuracy, feedback overhead, and system throughput. When
VCC is applied in large-scale systems, several scalability
challenges arise as the numbers of users and antennas increase.
These include higher CSI overhead, power-efficiency concerns,
and increased computational complexity; see [42] for further
discussion. In addition, user asynchronization—where users
reveal their requests at different time instants—can create
asymmetric signal structures during the delivery phase, leading
to different dimensions of s, for various ¢» € W in (1). A more
comprehensive study of these issues, which forms a substantial
research topic on its own, is deferred to future work.

APPENDIX I: PROOF OF LEMMA 1

We will find my j , by decomposing a much smaller sized
matrix Hi,kap,—kHZ,k = Hi,kTw,kafp,k With Ay 4 and
ty.k,q in place, we have

HY Ty HY by kg = Mg kgty kg (57)

Multiplying T, HJ, ;. on both sides of (57) and using that
Twﬁfk = T%ﬁ,—k yields
Ty, Hy,  HY Ty k(Ty —xHY by k)
= Notesq (T~ HY, b 1eq)

which shows that both Tw,_kH;‘;) wt kg and my, i o are the
eigenvectors associated to the g-th largest eigenvalue Ay 1 4
of T¢’,kHZ7kH£,kT¢7,k. Furthermore, as ty 1,4 and ty 1 p
are orthogonal to each other for p # ¢, we have that

H *
(tw,k,pHxTu,kwak) (wakHw,ktw,hq)

H T H
=ty pHy x Ty, Y 1ty kg = Mg kgt ko ptekg =0,

(58)

which indicates that the eigenvectors Tqb,—kHZ, wt.k,q and
Ty, —kxHj, ;ty kp associated with different non-zero eigenval-
ues of T¢,_kabka5,kT¢7_k are also orthogonal to each
other. Therefore, the precoding vector v 4 for Uy ;. in (5)
can be rewritten as in (13).

Given the precoding vector vy 1. 4 in (13) and given an MRC
receiver, the SINRE?,;{\ERC in (11) is derived as in (59), shown
at the bottom of this page, where step (a) follows from (58).
and which directly leads to (14).

APPENDIX II: PROOF OF LEMMA 2

For L — oo and finite My, j, we can use the Trace Lemma
(cf. [50]) to derive that

1 hi,k,z T, hy, ;o

L /B k ok /B k

a.s, 1 Md’ —ka
—T{T,}:1_7v, 60
B e O i (60)
1 a.s.
00Ty kh g =0, for £ 4 L, (61)

where hy, ;¢ denotes the £-th column of H,, j, and where =
denotes the almost sure convergence. In the above, we also
consider that Tr{Tw_k} = Rank{Tw,_k} because Ty, _ is
a projection matrix. Therefore, we can now derive that

HT T, H,, ~ (1—
7 P Lo~k by Bep k 7

Mt (62
which reveals that all eigenvalues of %Hi,kT%—kap, , be-
come identical as L — oo. Therefore, we have the following
asymptotic result

Apokg == By (L — My + My i) - (63)

Then, the effective rate in (15) has the asymptotic behavior

Jy ke

P
Ryp~éaq Y In (1 + f\,ﬁ’z’qﬁw,k (L — My + Mw,k))-

q=1

(64)

According to the properties of the water-filling algorithm, we
know that equal-power allocation among {sy i q : ¢ € [Jy 1|}
is optimal, which in turn tells us that R, ; (Py k) ~ prk
where Rq*pk is given by

. Py
RY, 2¢q o, k.ln<1+ v,
vk =66,0Jy, NoJur

By ke (L — My + My ) )
(65)

At this point, we use the asymptotic equivalence be i tO
substitute the objective function of the MMF optimization in

(21), given by
s maxp, Minyey Minge(Q] Rz*bk
3
st Pe=3"ycw 2keiq) Pok = Prot-

Finally, as all users have the same effective rate under optimal
power allocation for (66), we can use the total power constraint
to derive (29)—(31) respectively.

(66)

APPENDIX III: PROOF OF PROPOSITION |1

For any ¢ € U, k € [Q] and g € [My ], let ey rq €
CMv>1 denote a vector with all zero elements except the k(q)-
th element equalling 1, where k(q) £ ¢ + Zl,z,_:ll My k. The

BD-MRC __
SINR% kg =

No
Py k,q

Ty, —kH}, by kqll?

() b gHy Ty, 1) Ty, xHy (HT Ty (T, kH by kg) (@) gk (8 g HE 1Ty 1) (Ty, £ HY by kq)

o (59)

Py k,q

Ty, —kH}, by kqll?



precoding vector for symbol sy ;. , under ZF precoding (cf.
(1) and (32)) can be written as

. wy—1 oy —1 —1
Vi kg = Hy (Hgﬂw) e¢,k7q\/([(H£Hw) ]k(q),k(q)) :
(67)

After removing the inter-group interference and considering that
HTH;, (HiHj‘[})f = Iy, we simplify the received signal
for decoding s .4 in (3) under ZF precoding (cf. (32)) as

-1 -1
y;/),kyq:\/([(Hin) ]k(q),k(q)) V Py kqSokat 2y kg

(63)
Then, the effective average rate at Uy, j, is of the form
Mw k
Py N,

R¥F =t oF Z | 14— “ff{ 0 (69)

[(HwHw) ]k(q)yk(q)

e Py 1.q/No

Y oo Sf1+ P (70)

q=1 E{ [(H¢H¢) ]k:(q)Jc(q)}

where (a) follows from using Jensen’s inequality on

the convex function In(1 + x~!). Considering that
Tep+) 1 _ 1
E{[(H H;) ', k(q)} = sy (51D, we

obtain the lower-bound in (33).

To obtain the upper-bound of RZF > We re-use Jensen’s
inequality for the concave function ln(l + ) in (69), and
obtain

R
vak
Pw k.q 1
Sgg)QZhl 1+ HE ] ’
= Noo UIMEHG) ™ ] ki

(71)

which induces t?e upper—bOled in (34) by considering that
E{([(HGH)) i) = Bus(L=My+1) L 51D
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