
Seeing through Wearables: A Comprehensive Face
Recognition Dataset from Body Worn Cameras

Sameer Hans1, Jean-Luc Dugelay1 and Mohd Rizal Mohd Isa2

1 EURECOM, Sophia-Antipolis, France
2 Universiti Pertahanan Nasional Malaysia (UPNM), Kuala Lumpur, Malaysia

Abstract. Body worn cameras (BWCs) have become more and more
popular over the last decade. They are becoming one of the essential
tools for law enforcement officers to carry with them for surveillance pur-
poses. Generally, videos captured by BWCs are used a posteriori through
visual inspection in case of major problems between police officers and
citizens. Limited academic research has been conducted on image and
video processing using BWCs. There are extremely few datasets available
that are based on BWCs. For this objective, we introduce FALEBface:
a novel dataset for face detection and recognition using BWCs. We also
provide some baseline experiments on the proposed dataset. This work
includes two distinct insights: (1) introduction of a dataset specific to
body cameras with the applications of facial recognition, and (2) evalu-
ation of models in different environments. The experiments are carried
out in three environments: indoor, outdoor, and dark which includes a
variation of expressions for the subjects, and a comparative study is also
done to check the performance of the models across environments and
spectra. To facilitate further research in this domain, the entire dataset
can be obtained upon request from the authors3.

Keywords: Body Worn Camera · Face Recognition · Multimodal Dataset
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1 Introduction

Body worn cameras (BWCs) have become increasingly prevalent in various sec-
tors. They have been implemented in different parts of the world, where they
serve as a critical tool in the areas of law enforcement for enhancing transparency
[8], accountability [20], and evidence collection [21].

Face biometric authentication systems have made significant progress and are
now used in a variety of applications such as identifying criminals, surveillance,
security systems, and even social networks. Very high performance is achieved
for such systems using deep learning-based approaches for feature extraction. In
recent years, the Convolutional Neutral Network (CNN) [17] has become a very
popular and successful method for facial recognition. The CNN automatically
extracts a variety of features of the image and has good robustness to complex
3 The dataset can be obtained by visiting https://faleb.eurecom.fr/
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environments. Their achievements have been fueled by the huge amount of data
accessible online and the enormous efforts made by the research community to
produce vast labeled datasets like CASIAWebFace [24] and VGGFace2 [7].

Law enforcement professionals have recently shown interest in using face
recognition with BWCs to protect officers, enable situational awareness, and
provide evidence for trial. This function could be useful for the suspect too (if
the officer has inappropriate behaviour). In this particular domain, there are
currently a limited number of studies. Most previous studies focus on body cam-
era placement or relied on traditional machine learning methods like Principal
Component Analysis (PCA) and Linear Discriminant Analysis (LDA) [3], which
were widely used before the rise of deep learning techniques.

This work introduces FALEBface, a novel dataset for face detection and
recognition using body worn cameras. The dataset contains 485 videos from
97 subjects for each environment for facial recognition: indoor, outdoor, and
dark. The videos are classified according to the discussion context, considering
expressions of happy, sad, angry, and neutral emotion per subject. We evaluate
deep learning models based on VGG-Face [16], Inception ResNet [18], and Vision
Transformer (ViT) [9], along with a comparative study on different environments
and spectra4 to identify the individuals across diverse conditions and variations.

The paper is organized as follows. In section 2 we survey previous work related
to BWCs. In section 3, we introduce the steps followed in the data collection for
the activity. We report our implementation, experiments and results in section
4. Finally, the conclusions and future work follow in section 5.

2 PREVIOUS WORK

While there is a considerable volume of work in the area of egocentric vision,
the use of BWCs for image processing tasks in real-world surveillance settings
remains relatively limited and underexplored. BWC footage presents unique chal-
lenges like first-person viewpoint, low resolution due to camera limitations, un-
balanced data distribution across activities, privacy concerns over identifiable
information, and limited annotated training data. Even in this limited work,
most of the work in the literature is focused on egocentric vision and actions [12,
14] and not on scenarios specific to law like recognition of a suspect at night or
matching the face from a different environment.

There exists some work done on facial recognition using body cameras [4, 3].
The authors [3] worked with 20 subjects, and evaluated with traditional methods
for facial image representation. They obtained accuracy in the range [68%, 75%].
This study had very limited data size to perform further evaluations.

In the most prominent study for facial recognition using body cameras [4],
the authors tried to implement a dataset that is based on cropped images in in-
door and outdoor environments. They also introduced some subjects in the dark
environment, but it is very limited (only 2 subjects) to perform any evaluations.

4 The camera generates images and videos in visible and near-infrared spectra.
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Although they introduce facial images of 132 subjects, the dataset is limited by
a lack of expression diversity (many of the subjects are present with a neutral
expression) and lack of proper environmental conditions. They also include some
tests based on ResNet architecture with different loss functions. For future work,
they proposed to evaluate some lightweight CNN models.

EgoFace [10] presents a novel lightweight framework for face performance
capture and videorealistic reenactment using a single egocentric RGB camera.
The method estimates facial expressions from a single oblique view using a deep
encoder, and synthesizes a frontal videorealistic face with an adversarially trained
network. The system is trained in a supervised manner and handles diverse light-
ing, movement, and facial expressions. While EgoFace focuses on videorealistic
facial reenactment from egocentric views, our dataset targets identity recogni-
tion under surveillance-like conditions with head motion, varying environments,
and expression diversity, providing a benchmark more aligned with real-world
face recognition tasks in mobile contexts.

An in-depth study [12] focuses on action recognition using BWCs. By focus-
ing on actions relevant to law enforcement scenarios, they address the challenges
of egocentric motion, dynamic camera perspectives, and the difficulty of rec-
ognizing common actions of individuals recorded by law enforcement officers.
State-of-the-art models, along with novel approaches are benchmarked, with
results highlighting the need for robust fine-tuning strategies and domain adap-
tation across different scenarios. This work offers a significant step forward for
real-world action recognition from wearable devices.

The authors of [11] try to identify users through egocentric motion captured
by BWCs. The study benchmarks several deep learning models, along with a
two-stream I3D architecture, combining RGB and optical flow inputs, which
achieved the best performance, underscoring the complementary strengths of
appearance and motion cues in identifying users. The paper also highlights the
challenges of domain shift. This work is one of the first to explore user identifica-
tion from egocentric motion using real-world BWC data, establishing a valuable
benchmark for biometric recognition under mobile, first-person conditions.

3 DATA COLLECTION

For the data collection, students from a university volunteered. The subjects
were recorded using Cammpro5 I826 Body camera, as shown in Figure 1. The
recording took place over different sessions spread across a week. The camera
was fixed on the middle of the chest of the user as recommended in [6]. All the
recordings were done with a video resolution of 2304× 1296 pixels at 30 fps.

For facial recognition, we had 97 volunteers. We recorded 5 videos per sub-
ject, each showing them talking for 10-15 seconds. These videos specified the
expressions of neutral, happy, angry, and sad. Each participant was provided a
script before the recording session for consistency. The script included example

5 https://www.cammpro.com/
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Fig. 1. Cammpro I826 Body Camera.

sentences specifically designed to elicit the target emotions. Participants were in-
structed to act out these sentences, focusing on both facial expressions and vocal
tones to convey the intended emotions. As the camera is positioned on the chest,
we record the subject from the head to the torso. This was done in three different
environments: indoor, outdoor, and dark. The indoor environment was well-lit
with a uniform background and lighting conditions, and the dark environment
was in the same place with the lights switched off. The outdoor environment
had natural sunlight conditions with varying intensities of light. The distance
between the user and subject was kept around 5-6 feet according to the reac-
tionary6 gap [2]. The recorded videos for indoor and outdoor environments lie in
the visible7 spectrum. The recording in the dark environment was done using the
infrared8 feature of the camera. This data is useful for experiments of matching
Near-Infrared (NIR) face images to Visible spectrum (VIS) face images, which
is a very challenging task. Figure 2 shows the sample images from the VIS
and NIR spectrum. These recordings captured the facial expressions/emotions,
speech, hand gestures, and head movements of each subject.

4 Preliminary Assessment of the Dataset

4.1 Preprocessing

The videos are converted into frames and organized according to the expressions.
After getting the frames, faces are detected and cropped using the Dlib library

6 The Reactionary Gap is a concept based on the rule that distance equals time. The
gap or distance you stay away from a suspect provides time for you to respond.

7 The visible spectrum (VIS) is the region perceivable by the human eye, which in-
cludes wavelengths from 400nm to 700nm.

8 The camera produces near-infrared (NIR) images. The NIR region spans wavelengths
ranging from 780 nm to 2500 nm.
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Fig. 2. Examples of VIS images (top row) and NIR images (bottom row).

[13]. The frames are resized into 224 × 224 to ensure uniformity and compati-
bility with various model architectures. To improve the contrast and brightness
of the frames (and achieve consistent illumination across the frames) [15], his-
togram equalization is applied to the resized frames. Finally, these frames are
selected according to sharpness metrics using Laplace variance. Figure 3 shows
some samples obtained after preprocessing. For cross-environment analysis, we
perform experiments on two sets of frames: histogram equalized and normal
(RGB) frames. The frames for the experiments are selected if their sharpness is
higher than a threshold (fixed as 0.01 for equalized and 0.002 for RGB frames).
The frames are selected such that we have samples from all the expressions for
diversity. We divide the training, validation, and test set in the ratio of 70:15:15.

4.2 Implementation

We used the VGG16 architecture, Inception Resent V1, and BEiT. These models
were chosen for their respective strengths: VGG16 as a baseline model, Incep-
tion ResNet V1 for its popularity and proven performance, and Bidirectional
Encoder representation from Image Transformers (BEiT) for its novelty and
recent advancements in the field.

– VGG16: We implement a VGG-Face model [16] architecture, a 16-layer
CNN that is trained on over 2 million celebrity images. The face weights are
loaded into the implemented architecture and using this model, we extract
image features from the output of the fc-6 layer and use them in our subse-
quent classification stage. Each image is represented by a 4096-dimensional
feature vector. For the activation function, we use softmax, which is use-
ful in dealing with multi-class classification problems. During the training,
we use the Adam optimizer and Sparse Categorical Cross-entropy loss. The
learning rate is fixed as 0.001.

– Inception Resent V1: We experiment with Inception ResNet (V1) [18]
architecture pretrained on CASIAWebFace and VGGFace2. The process typ-
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Fig. 3. Samples of acceptable frames in each environment. The first row represents
normal, cropped, and equalized frame in the indoor environment. The second row
represents normal, cropped, and equalized frame in the outdoor environment. The last
row represents normal, cropped, and equalized frame in the dark environment.
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ically starts by loading the pretrained weights and setting up a training loop
that includes a data loader, Adam optimizer, and learning rate scheduler.
The model is trained over 50 epochs, with each epoch consisting of forward
passes through the data, loss computation using Cross-entropy loss, and
backpropagation to update the model weights.

– BEiT: The BEiT [5] model is a Vision Transformer, pretrained in a self-
supervised fashion on ImageNet-21k [1], a dataset comprising of 14 million
images and 21,841 classes. Images are presented to the model as a sequence
of fixed-size patches (resolution 16x16), which are linearly embedded. The
model uses relative position embeddings and performs classification of images
by mean-pooling the final hidden states of the patches. The fine-tuning takes
place by placing a linear layer on top of the pretrained encoder. The learning
rate is fixed as 0.001.

4.3 Experiments and Results

Self-Environment analysis For the analysis, we consider 20 subjects ran-
domly chosen with a size of 140 frames per subject. The selected frames are
normal (not equalized) to see the performance of different models on the videos
as captured by the camera. Table 1 shows the performance of different models
when fine-tuned on the subjects (environment-wise). BEiT model performs the
best among all the models giving accuracy of 98.1% and 99.3% for indoor and
outdoor environments respectively. We also receive high accuracies in the range
of [96%, 99%] for the indoor and outdoor environments when considering the
models of VGG16 and Inception ResNet. We record accuracy value of 97.95%
for dark environment with BEiT model.

Table 1. Environment-wise analysis.

Model Pretrained
Dataset

Environ-
ment

Validation
Accuracy
[%]

Rank-1
Accu-
racy [%]

VGG16 VGGFace2
Indoor 99.25 96.51
Outdoor 99.25 98.5
Dark 97.5 95.25

Inception
ResNet VGGFace2

Indoor 99.76 97.84
Outdoor 99.7 99.26
Dark 98.7 97.75

Inception
ResNet

CASIA-
Webface

Indoor 99.5 97.64
Outdoor 99.7 99.26
Dark 99 97.7

BEiT Imagenet-21K
Indoor 99.7 98.1
Outdoor 99.78 99.3
Dark 98.5 97.95
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Cross-Environment analysis It is essential to ensure that our model can
generalize well across different environments. For this experiment, the training
is done in one particular environment and tested on different validation and test
environment to evaluate the model’s ability to generalize to unseen environments,
which is crucial for real-world deployment. We select 20 subject and perform
experiments on 3 sizes, where S1 contains 20 frames per subject, S2 contains
40 frames per subject, and S3 contains 140 frames per subject respectively. For
each size, the training, validation, and test set are in the ratio 70:15:15. For this
experiment, we consider separate sets from both the frames: equalized and not
equalized. Table 2 shows the performance of the VGG-Face model (best model in
this experiment) when fine-tuned on the subjects. Rank-1 and Rank-5 accuracy
values are recorded. The first test is training on indoor and testing on outdoor
environment. Although there is a drop in the accuracy from environment-wise
testing, we get a remarkable Rank-1 accuracy in the outdoor test set (87.5%)
for the non-equalized frames. When the training set is outdoor, there is around
10-point drop again in the Rank-1 accuracy as compared with the previous test.
At Rank-5, we achieve high accuracy value of 95.83% when training environment
is indoor. The accuracy values are higher if the training sets are more focused on
the indoor environment as it has a uniform background and lighting conditions,
controlled environment, and reduced variability.

Table 2. Cross-Environment comparison. We experiment with VGG-Face model,
where training is done on one environment, and testing for the other environment.

Training
Environ-
ment

Test
Environ-
ment

Equalized Size Rank-1
[%]

Rank-5
[%]

Indoor Outdoor no S1 78.33 90
S2 87.5 95.83
S3 77 93.25

yes S1 73.33 91.67
S2 75 95
S3 76 92.75

Outdoor Indoor no S1 73.33 88.33
S2 72.5 95.13
S3 75.75 91.77

yes S1 73.33 91.67
S2 73.33 85
S3 75.5 91.75

Cross-Spectrum analysis For the dark environment, as we shoot using the
infrared feature of the camera, we have samples from the NIR spectrum. In
our experiment, we selected 20 subjects, and the training set has images from
both VIS and NIR spectra for fine-tuning the model. This approach aims to
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train the model on diverse conditions, potentially improving its robustness to
variations. We experiment with the models described earlier. The training set
consists of 98 images per subject (49 VIS and 49 NIR spectrum images). For
testing, we create validation and test sets from both spectra (VIS and NIR) and
see the performance of the models on both these spectra separately. The sizes of
the validation and test sets are based on the ratio 70:15:15. Table 3 shows the
performance of the models in a cross-spectrum environment. We get comparable
results from existing experiments [19] done on datasets with traditional cameras.
On the VIS test set, we obtain accuracy of 96.56% and on the NIR test set, we
obtain accuracy of 93.36% with Inception ResNet model. Recent advancements
in domain adaptation methods [22, 23] offer promising opportunities to bridge
the performance gap between VIS and NIR spectra.

Table 3. Accuracy of models in Cross-Spectrum environment.

Model Test Spec-
trum

Accuracy
[%]

VGG16 VIS 93.52
NIR 91.25

Inception ResNet (VGGFace2) VIS 94.8
NIR 92.6

Inception ResNet (CASIA-Webface) VIS 96.56
NIR 93.36

BEiT VIS 94.26
NIR 80.5

5 Conclusion

This work introduces FALEBface, a novel dataset for image processing using
body worn cameras. By focusing exclusively on BWCs, the dataset provides a
unique benchmark for law enforcement applications. For the preliminary experi-
ments, a comparative analysis is done on the dataset. Fine-tuning the model on
the dataset produces high recognition accuracy of 99.25%, 99.75%, and 96.67%
respectively for indoor, outdoor, and dark environments. The high performance
observed in these evaluations is indicative of the progress in existing algorithms
rather than a lack of complexity in the dataset. However, when transitioning from
self-environment analysis to cross-environment evaluations, a notable perfor-
mance drop was observed. Rank-1 accuracy showed a decline of around 10 points
when testing across different environments, indicating that while environment-
specific performance is strong, cross-environment generalization remains chal-
lenging. Comparable results are also obtained for cross-spectrum environments
(VIS and NIR spectra). For future work, we aim to extend the dataset by in-
corporating images captured with standard cameras and comparing them with
those obtained from BWCs. This approach reflects real life scenarios where law
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enforcement often has access to images of suspects captured by standard cam-
eras in their databases (gallery), while relying on BWCs during street-level op-
erations. Apart from face recognition, there is limited work in the literature
combining action recognition with BWCs. While action recognition has been
extensively studied in the community, its application using BWCs remains rel-
atively limited; creating an exciting avenue for new research and advancements
in the field. As a part of our ongoing research on BWCs, we aim to experiment
with advanced action recognition techniques using BWCs, with actions that are
specifically relevant to law enforcement scenarios.
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