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Part |
The Early Days

Where we focused on understanding what we can do and what we need




Daniel Edwards coined the word “Trojan Horse”

to operate. In essence it bypasses any and all security controls that may otherwise

exist on most systems. It is the quintessence of the malicious threat against contem-
porary systems.

COMPUTER SECURITY TECHNOLOGY PLANNING STUDY - VOLUME Il
1972 - James P. Anderson



In 1987 Fred Cohen proves mathematically that is impossible to
build a perfect malware detector.




In 1987 Fred Cohen proves mathematically that is impossible to
build a perfect malware detector.

This has made a lot of people very
angry and been widely regarded
as a bad move.

The Hitchhiker's Guide to the Galaxy



In 1989 Leonard Adleman concludes:

“Thus detecting viruses is quite intractable, and it seems unlikely
that a protection systems predicated on virus detection will be
successful”




In 1989 Leonard Adleman concludes:

“Thus detecting viruses is quite intractable, and it seems unlikely
that a protection systems predicated on virus detection will be
successful”

John McAfee




Academia

Theoretical and Mathematical approach
to malware detection.

New theorems to prove
that <everything> is undecidable

Industry

Practical, Engineering approach
to malware detection.

- Signatures
- Heuristics
- Reputation

- Machine Learning
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5 Conclusion

Cohen showed that 2 perfect defense against computer
viruses 18 impossible; We have shown that 1t may be
unnecessary. Defense mechanisms are adequate for pre-
venting widespread propagation of viruses if the rate
at which they Jetect and rernove viruses 18 sufficiently
high relative 1O the rate at which viruses spread between
~ users. Ihe fact that anfepidemic can only occur ifL the



If we consider finite-length viruses, good-enough detectors
(I.e., that might have some rare false positives)
can be implemented to terminate in linear time

“Reliable Identification of Bounded-Length Viruses is NP-Complete”
IEEE Transactions of Information Theory 2003. Spinelli




If we consider finite-length viruses, good-enough detectors
(I.e., that might have some rare false positives)
can be implemented to terminate in linear time

“Reliable Identification of Bounded-Length Viruses is NP-Complete”
IEEE Transactions of Information Theory 2003. Spinelli

If we restrict the space or time that a program is allowed,
deciding whether a program is packed is NP-complete.

When other disciplines encounter these problems, they rely on
good-average case algorithms, approximate algorithms, heuristics..

"Detecting Traditional Packers, Decisively" |=
RAID 2013 -- Bueno, Compton, Sakallah, Bailey |==




Early Days - Summary

Everything is Undecidable in the general case,
and NP-Complete if we put space/time constraints.

But we do not need perfect solutions.
We can build a good-enough detector if we can accept some

false positives and false negatives.




Part Il
Something is Going
to Work

Where we focused on solutions (with poor understanding)




- Signhatures
- Heuristics
- Reputation

- Machine Learning



= | “A cost analysis of typical computer viruses and defenses”
==| Computer Virus and Security Conference 1991. Fred Cohen

Signature Scanning is not a practical solution.

= | “A Generic Virus Scanner in C++”

==| ACSAC 1992. Kumar and Spafford - Signatures
We believe that the cost-benefit ratio for scanners, - Heuristics
either by themselves or in addition to other mechanisms, is much _
higher than [Cohen] calculates. This is because of scanners' low - Reputation
Impact on existing practice and because of their flexibility _ _
- Machine Learning

== | “Automatic extraction of computer virus signatures”
==| Virus Bulletiin 1994 — Kehpart & Arnold

Extract sequences of 12-36 bytes from different files
iInfected from the same virus, and then statistically assess
their FP against a large dataset of benign programs.




= | “A cost analysis of typical computer viruses and defenses”
==| Computer Virus and Security Conference 1991. Fred Cohen

Signature Scanning is not a practical solution.

= | “A Generic Virus Scanner in C++”

==| ACSAC 1992. Kumar and Spafford - Signatures
We believe that the cost-benefit ratio for scanners, - Heuristics
either by themselves or in addition to other mechanisms, is much _
higher than [Cohen] calculates. This is because of scanners' low - Reputation

Impact on existing practice and because of their flexibility

- Machine Learning

== | “Automatic extraction of computer virus signatures”
==| Virus Bulletiin 1994 — Kehpart & Arnold
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——| “A Generic Virus Scanner in C++”
==| ACSAC 1992. Kumar and Spafford

Virus detection by behavioral abnormality
E.g., write to boot sectors, modify interrupt vectors,
write to system files. etc.

==| “MCF: a malicious code filter” - Signatures
==| Computer & Security 1995 - Lo, Levitt, Olsson

: . : - Heuristics
Tell-signs extracted by static analysis.
They must be fundamental enough so that certain malicious - Reputation

action is impossible without showing the tell-sign.
Most are related to system calls.

- Machine Learning

== “Semantics-Aware Malware Detection”
==| Oakland 2005 - Christodorescu, Dawn Song, Somesh Jah

Behavioral templates, which are instruction sequences where
variables and symbolic constants are used.

An approximate matching algorithm is proposed that is resilient to
common forms of obfuscation.




AV TEST

Tests of Anti-Virus-Software independent *

The Average Anti-Malware Product
[0 2000

Installer Size 12,6 MB 69,6 MB

Size on Disk 87,9 MB 265,5 VB
Number of Signatures 104.509 3.666.872

Size of Signature File 7,7 MB 84,4 MB

Price 45 € 32€

Updates per Day 2 6

WildList Detection (virtually) 100% (virtually) 100%
Zoo Detection 93,04% 91,59%

False Positives 0,03% 0,00157%

Useful and useless statistics about viruses and anti-virus programs
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Is there a set of samples/families we all agree should be detected?

How many should we use? (AVTest now lists 1.49B malware samples)

How can we maintain the list over time?
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Is there a set of samples/families we all agree should be detected?

How many should we use? (AVTest now lists 1.49B malware samples)

How can we maintain the list over time?

Should we Include new variants? New Families?

Should we consider “how easy” it Is to evade detection?

And how do you even define “easy”?



“A Guideline to Anti-Malware-Software testing” Precise Guidelines,
European Institute for Computer Anti-Virus Research 2000 - Marx Wildlist vs Zoo

“Retrospective testing — how good heuristics really work” Future Malware
Virus Bulletin 2002 - Marx



“A Guideline to Anti-Malware-Software testing”
European Institute for Computer Anti-Virus Research 2000 - Marx

“Retrospective testing — how good heuristics really work”
Virus Bulletin 2002 - Marx

“Testing Malware Detectors"
ISSTA 2004 — Christodorescu & Jha

Precise Guidelines,
Wildlist vs Zoo

Future Malware

Transformations



“A Guideline to Anti-Malware-Software testing” Precise Guidelines,
European Institute for Computer Anti-Virus Research 2000 - Marx Wildlist vs Zoo

“Retrospective testing — how good heuristics really work” Future Malware
Virus Bulletin 2002 - Marx

ISSTA 2004 — Christodorescu & Jha

“TESSERACT: Eliminating experimental bias in malware classification
across space and time" - USENIX Security Symposium 2019
Pendlebury, Pierazzi, Jordaney, Kinder, Cavallaro

ML Pitfalls

Largest dataset with ground-truth

“MOTIF: A Malware Reference Dataset with Ground Truth Family Labels"
(3095 samples!)

Computers & Security 2023 — Joyce et al.



Summary

After trying every possible model on every possible set of features

(always with good results ?!) we finally agreed that models based on static
analysis are ineffective against malware.

On the other hand, dynamic analysis is very costly and not without problems

We identified some pitfalls to avoid, but overall we still do not know how to
properly test and compare malware detectors.

|s evasion a binary property or something we can put on a scale? No idea.

Despite what *every paper introduction* says, static signature are
alive and well.




Part Il
Machine Learning

Where we did not even try to understand




Phase 1

==_| “Biologically inspired defenses against computer viruses"

== IJCAI 1995 — Kephar, Sorkin,, Arnold, Chess, Tesauro, White

Ngrams feeded to a single-layer
trained to detect Boot sector Viruses




==_| “Biologically inspired defenses against computer viruses"

== IJCAI 1995 — Kephar, Sorkin,, Arnold, Chess, Tesauro, White

Ngrams feeded to a single-layer
trained to detect Boot sector Viruses

—=—| “Automatically Generated Win32 Heuristic Virus Detection"
==| Virus Bulletin 2000 — Arnold, Tesauro

Multiple NN trained on different features
(3- and 4-grams present in Viruses but not benign).
Voting procedure: Virus iff >=2 networks say so.

Phase 1



With a small feature set of 16-32 features, automated training will work, without overfitting, if
there are a larger number of viruses and clean files which contain the features. Multi-layer
networks would require substantially more viruses. For a network with 1 hidden layer, the
number of parameters is approximately number of features times number of hidden units. For a
small network with 32 features and 4 hidden units, the number of viruses would need to be
roughly 128 or larger.

Results so far indicate that detectors generated by this procedure are not sufficient to serve as the
sole Win32 virus detection heuristics in a scanner. They do appear to be good enough to be very
useful as an augmentation of expert-designed heuristics, and they would serve as sole heuristics
were nothing else available.




==| IEEE Security & Privacy 2001 — Schultz, Eskin, Zadok, Stolfo

—==_| “Data mining methods for detection of new malicious executables"

Three Approaches:

1. A rule-based learner that generates heuristics based
on DLLs, APIs, and number of APIs invoked per DLL

2. Naive Bayes on strings

3. Multi-Naive Bayes on bytes 2-grams

#2 and #3 performed much better (accuracy ~97%) but
false positives were high (3.8-6%)

Phase 1



—=—| “Learning to detect malicious executables in the wild"
==| SIGKDD 2004 — Kolter & Maloof

4-grams only, but experimented also with decision trees,
support vector machines, and boosting.

Phase 1



Phase 2

The ML Cowboys




< k-Nearest Neighbor (KNN)
A [184],[218]

_ -—----'[’1‘-4;51_,'273 -

[1451[186]

Decision Trees (DT)

[1051,[216]

E Neursi Network
\ Q Naive Bayesian (NB)
[108],[114],[143],[153],[187]
_____”__“_""""“"---————--__..____f_____—___i__r:_,_/:lf—)::—f“'f
4

[109].[111],[119],[140],[167].[171].[181], |
[183],[190],[193],[198].[210].[247]-[249] \\

Online Learning (OL)

[244] [245], [250] [251]

Support Vector Machine (SVM}
[871,[99],[106],[112],[115],[116],[120], [136], N
[139],[142],[154],[156],[161],[166],[ 168],[ 174],

[175],[179],[180],[182],[186],[206],[211]-[213]

_—

e

Ensemble Learning (EL)
[110],[149],[169],[170],[ 185],[204],[207] y

. -_-_Other Models or Algorithms

Review of Android Malware Detection Approaches Based on Machine Learning -K. Liu et al.
2020
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“The Commumty does not beneﬁt any furrher from
yet another study measuring the performance of
some previously untried combination of a machine
learning scheme with a particular feature set. The
| nature of our domain is such that one can always
wlh y find a variation that works slightly better than any-
thing else a particular setting. Unfortunately, while
obvious for those working in the domain for some
fime, this fact can be easily lost on newcomers.
Intuitively, when achieving better results on the same
data than anybody else, one would expect this to be
a definite contribution to the progress of the field.
The point we wish to convey however is that we are
working in an area where insight matters much more
g_;ﬁ than just numerical results” .
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Phase 3.1

“Are Your Training Datasets Yet Relevant?"
ESSoS 2015 - Allix, Bissyandé, Klein, Le Traon

“Reviewer integration and performance measurement
for malware detection”, DIMVA 2016 — Miller et al.

“Transcend: Detecting Concept Drift in Malware
Classification Models" — USENIX Security 2017
Jordaney et al.

“TESSERACT: Eliminating experimental bias in malware classification
across space and time" - USENIX Security Symposium 2019



Phase 3.2

= | “Adversarial examples for malware detection”
==| ESORICS 2017 — Grosse, Papernot, Manoharan, Backes, McDaniel

1. Show that existing models are vulnerable to adversarial
samples

2 Apply to Malware two popular approaches used in computer
vision: Distillation and




“Arms Race in Adversarial Malware Detection: A Survey
ACM Computing Surveys 2021 — Li, Li, Ye, Xu

Authors

Attack Knowledge

Feature

Attack Algorithm

Manipulation

Biggio ef al. [33] white-box keywords frequency gradient descent attacks insert new keywords
Grosse et al. [16] white-box Andm'd\mamﬁfﬂ' code JSMA attack add new features
features
Al-Dujaili et al. [34] white-box API calls FGSM and BGA attack add new features
Kolosnjaji ef al. . I embedding space projection, P i e
[118] white-box raw bytes gradient-based optimization inject or append bytes
Kreuk er al, [35] white-box raw byles FGSM attack inject or append bytes

Li et al. [52]

white-box and black-box

Android manifest, code

iterative Max strategy

increase or remove features

features
Abusnaina et al. white-box and black-box loT CFGs GEA. FGSM, PGD, DeepFool GEA combines CFGs of
[119] benign and malicious CFGs
Chen er al. [120] white-box API calls EvnAttack framework API, Chmlquuon u"f' “ddll_mn
with limited evasion cost
Hu et al. [36] black-box API calls MalGAN with generator and add irrelevant APIs
substitute detector
Yuan ef al. [37] black-box raw bytes GAPGAN. _Wl.m .gc"cmmr and append adversarial payloads
discriminator
Rosenberg et al. [38] black-box API calls substitute model, FGSM insert to random position
Hu ef al. [121] black-box API calls substitute RNN model add irrelevant APls
Khasawneh et al. | _ substitute model, block-level or function-level
o black-box hardware features I . - .
[122] reverse-engineering HMDs insertion
i o ) L backiracking algorithm, . i .
Rosenberg ef al. [40] black-box API calls adaptive EA insert to random position
Kucuk et al. [41] black-hox opcodes, API_:;, system genetic algon.thm using mject basic blocks, modify
calls fitness score operable APIs
Xu et al. [123] black-box PDF trees evolutionary _a_lg.onlhm using insert or remove cl_cmcnts of
fitness score PDF trees
Anderson et al. [39] black-box raw bytes reinforcement learning take limited actions
Song et al. [42] black-box raw bytes binary rewriter and action take sel_ected macro and
minimizer micro actions
Sone et al. [42) black-box raw bytes RL-based MAB-Malware take scllcctcd nllacrg and
framework micro actions
Demetrio et al. [17] black-box raw bytes GAMMA framework with appending or inserting

genetic optimization algorithm

extracted benign sections

Phase 3.2



Phase 3.3

“When Malware is Packing Heat"
NDSS 2020 - Aghakhani et al.

“Humans vs. machines in malware classification"
USENIX 2023 — Aonzo et al.

“Decoding the Secrets of Machine Learning in Windows
Malware Classification” ACM CCS 2023 — Dambra et al.

“Drift Forensics of Malware Classifiers"
AlSec 2023 — Chow et al.



LLMs are coming !!

—




What did we Learn ??

We restarted everything from scratch and forgot everything we have learned.
And we keep forgetting that every detection model can be evaded.

We tried every possible ML model on every possible set of features

(always with good results ?!), but then we learned that most experiments were
wrong and biased.

We are slowing getting a grip on how to train & test classifiers in this area.

Poor ground truth (wrong labels) is a big problem.

Adversarial samples break everything...
but adversarial training makes everything better (?!)

Static features and raw bytes work great do detect known malware.
Dynamic features generalize better and are more robust to concept drift,
but perform worse on known malware.




& davide.balzarotti@eurecom.fr

Y’ @balzarot
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For people who are interested in nature,
it Is difficult to find a subject more
fascinating than computer viruses.

Peter Szor — Virus Research and Defense
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