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Abstract
The title of a playlist often reflects an intended mood or theme,
allowing creators to easily locate their content and enabling other
users to discover music that matches specific situations and needs.
This work presents a novel approach to playlist generation using
language models to leverage the thematic coherence between a
playlist title and its tracks. Our method consists in creating se-
mantic clusters from text embeddings, followed by fine-tuning a
transformer model on these thematic clusters. Playlists are then
generated considering the cosine similarity scores between known
and unknown titles and applying a voting mechanism. Performance
evaluation, combining quantitative and qualitative metrics, demon-
strates that using the playlist title as a seed provides useful recom-
mendations, even in a zero-shot scenario.

CCS Concepts
• Information systems→ Language models; Recommender
systems.
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1 Introduction
In the era of personalized digital experiences, recommender systems
have become crucial for delivering content tailored to individual
tastes. These systems use advanced algorithms and data analyt-
ics to understand user preferences and behaviors, making each
∗Both authors contributed equally to this research.
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interaction uniquely relevant. Music platforms, in particular, rely
heavily on recommender systems to enhance user engagement and
satisfaction by suggesting songs and artists that align with a user’s
listening habits and favorite genres.

However, creating tailored playlists remains a challenging and
time-consuming task for users. Crafting a playlist that captures
the right mood, includes a diverse yet cohesive selection of tracks,
and adapts to different listening contexts requires significant effort.
Users must manually search for songs, consider the sequence and
flow of the playlist, and continuously update it to keep it fresh and
engaging. This process can be overwhelming, especially for those
with large music libraries or eclectic tastes.

Apart from the tracks, another distinctive characteristic of a
playlist is its title. Previous studies have demonstrated that the
playlist titles significantly influence users’ expectations, playing
a crucial role in their selection process [17]. Moreover, playlists,
and even private ones, have generally meaningful titles that reflect
their content, mood, genre, or the context in which they were cre-
ated, such as a specific situation, event, or purpose. As a result, it is
common to find similarities in the titles of playlists created by dif-
ferent users, who often include words like “workout”, “gaming”, or
“wedding” to indicate the playlist’s purpose [14]. For these reasons,
the playlist title can be a key element in recommender systems,
specifically if the title reveals a commonsense theme rather than
being personal [28]. First, it can serve as the sole seed element to
suggest songs for an empty playlist in a cold start scenario. Sec-
ondly, it can enhance other types of recommender systems (e.g.,
collaborative-based) by adding a semantic constraint for proposing
subsequent songs.

While it is true that titles like those mentioned in the previ-
ous paragraph may have abundant ready-made materials, e.g. by
streaming services, a user may instead want to have a playlist
named “Housewarming Party”, “Spring awakening”, or “Country
summer”1 will hardly have a straightforward, one-to-one match
with existing categories.

In this paper, we specifically study this challenge in proposing a
pipeline for playlist generation using a sole title as input. Unlike
previous works [10, 19], we use language models to capture the
semantic meaning of playlist and track titles. In particular, we fine-
tune a pre-trained transformer-based language model on playlist
groups, clustered based on their track content. Such a fine-tune
1Those real playlist titles that one can find in the Million Playlists Dataset.
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language model enables the creation of vector representations for
any playlist title, whether known or unknown, of any complexity
and not necessarily matching a pre-existing category (genre, mood,
emotion, purpose) as in previous related work [5, 11]. Track recom-
mendations for a given playlist title are subsequently made using
similarity metrics and a voting mechanism. In addition, we assess
the capacity of Large Language Models (LLM) in playlist generation
from titles, both in a 0-shot scenario and for ranking a pre-selection
of tracks.

The main contributions of this work are:
• A pipeline for generating playlists from their titles;
• An evaluation of this pipeline, against different variants and
against other title-based recommender systems;

• An assessment of the capabilities of prompt-based LLM in
the task of playlist generation.

The code and data of all our experiments are available in open source
at https://github.com/elea-vellard/LLM-Playlist-Recommender.

The remainder of this paper is structured as follows. Section 2
provides an overview of previous work related to playlist gener-
ation. Section 3 delves into the details of our proposed approach,
outlining each step comprehensively. Section 4 presents and dis-
cusses the results of our study. Finally, Section 5 concludes the
paper, highlights its limitations and outlines potential future work.

2 Related work
The inclusion of playlist titles in music recommender system re-
search is relatively recent. Several experiments have been made in
generating the title of a playlist, given the list of tracks it includes,
using RNN and transformer-based models [8, 15]. In 2024, an online
web application uses a combination of GPT-4 [22] and Claude [1]
to generate good and catchy playlist titles given a list of songs.2
While these studies investigate a task that is the inverse of ours,
they provide some evidence that language models can successfully
capture the semantic content of playlist titles.

An in-depth study on the creation and purpose of playlists was
conducted in [5]. The authors of this study identified 9 distinct
categories (excluding ‘Other’) that guide the organization of tracks
into playlists. Furthermore, the research delves into examples of
lengthy and complex playlist titles, which pose challenges when at-
tempting to assign them to specific categories. In [11], a topic model
applied on titles is used to classify playlists, and represent them as
10-dimensional topic mixture vectors. The distance between these
vectors is used to recommend similar playlists. McFee and Lanck-
riet [18] apply natural language processing techniques to playlists
by treating songs as tokens in a sequence, analogous to words in a
sentence. While they do not use natural language directly, songs are
modeled as discrete items similar to words in traditional NLP tasks.
For example, a playlist containing the songs Let It Be, Hey Jude, and
Imagine would be represented as a three-token sequence, just like a
sentence composed of three words. Other works intersecting music
information retrieval and NLP are reported in [13].

In 2018, the annual RecSys Challenge focused on playlist com-
pletion, leading to the release of the Million Playlist Dataset by
Spotify [4]. This dataset remains one of the most significant re-
sources for the task today. The inclusion of 0-seeds playlist in the
2https://www.playlistnameai.com/

challenge, pushed several participants in having a cold start strategy
based on playlist titles. The underlying rationale for the proposed
implementations is consistent across all participants: playlists with
similar titles are more likely to contain the same tracks. In [10], titles
are used to create a matrix reporting if a given track (column) ap-
pears in at least one playlist having a specific title (row); the matrix
is then used to compute a playlist-song pair score. In [19], playlist
embeddings have been computed based on the co-occurrences of
tracks, and these embeddings are used for clustering and for train-
ing a fastText model [2], working at the n-gram level.3 In [16],
another approach relying on a LSTM that learns word embeddings
(based on n-grams), used in input – together with track features –
to a Recurrent Neural Collaborative Filtering model is proposed,
showing good performances in the no-seed scenario.

Other textual information are used in the literature to generate
or to continue playlists. In [12], a Knowledge Graph is used to con-
nect the contextual information of a playlist – extracted from its
metadata such as the title – and the genres of the tracks, which is
then fed in a classifier. These contextual information are however
manually annotated. Emotions are leveraged in [20], extracted with
a LSTM from chatbot interactions and mapped to acoustic features
of tracks that are proposed as a playlist. In this context, a sad emo-
tion can lead to a selection of sad and slow songs. Text2Playlist [6]
is a tool designed to generate relevant playlists based on a textual
prompt (e.g., “I want music from the 90s for work”). The system
uses an LLM to extract a set of tags from the prompt, which are
then used to produce playlist recommendations which are further
refined by the LLM. Finally, Text2Tracks [23] and TALKPLAY [7]
perform a supervised finetuning of LLMs on pairs including a query
(or conversation) and a list of recommended tracks.

These studies do not directly engage with titles, thus distinguish-
ing from our work. Indeed, following the RecSys Challenge 2018,
limited attention has been devoted to playlist titles, leaving the
state of the art largely globally unchanged while transformer-based
approaches and LLM enable nowadays to go one step further.

3 Method
Our approach to playlist generation exploits the textual information
of playlist (name and track titles) to capture the intended scope
and topic of the playlist itself. Our methodology is divided into two
phases.

The training phase (Figure 1) begins with the preprocessing
of the dataset to extract the relevant information for our goal. Af-
terwards, we employ a pre-trained transformer-based model to
generate embeddings that capture the semantic meaning of the
titles of both playlist and the included tracks. These embeddings
transform the textual information into high-dimensional vectors,
which are the representation of the playlists in a semantic space.

We apply a clustering algorithm to the generated embeddings, in
order to group playlists based on their thematic similarity and iden-
tify distinct themes or moods that are prevalent across the dataset.
The resulting clusters serve as the foundation for fine-tuning a lan-
guage model, making it more capable to capture semantic similarity
in this specific context.

3An n-gram is a contiguous sequence of n items (phonemes, syllables, letters, etc.)
from a given sample of text or speech.
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Figure 1: Diagram representing our training approach
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Figure 2: Diagram representing our recommendation ap-
proach when a new playlist title is used as seed

In the generating phase (Figure 2), the fine-tuned transformer
model extracts the embedding representations of titles from both
existing playlists and new input playlists. These embedding repre-
sentations are then compared using cosine similarity scores. Each
new input playlist title is compared with the known titles of exist-
ing playlists within the dataset, ranking them based on similarity.
This process identifies the most similar playlists.

A voting mechanism is subsequently employed to determine
the final selection of tracks in the new playlist being generated.
This mechanism considers all tracks included in the most similar
playlists, and returns in output those that occur the most.

Separately, we conducted additional experiments with prompt-
based LLM for playlist generation from a title, in order to have a
comparison with our proposed fine-tuned model.

These steps are further detailed in the following sections.

3.1 Processing the dataset
The Million Playlist Dataset (MPD) released by Spotify in 2018 [4]
is composed of one million user-generated playlists that are com-
monly used for understandingmusic preferences and for developing
recommendation algorithms. It is available as a set of JSON slices,
each slice containing 1,000 playlists. In the dataset, a playlist is
represented with a title and a unique playlist identifier (pid), and
includes some additional information such as the timestamp of the

last update, the number of included tracks and artist, and an (op-
tional) description. Each playlist is composed of a certain number
of tracks and artists, that can be identified by their unique Uniform
Resource Identifier (URI).

To better manage the content, the dataset is transformed into
easily-readable CSV files:

• playlists.csv contains the main information of each playlist:
its pid, its title, the number of tracks, etc.

• items.csv serves as a bridge between tracks and their cor-
responding playlists. It connects every track (identified by
its URI) to its playlist (pid) and writes the track’s position
within the playlist.

• tracks.csv contains information about each track: its unique
URI, the title, the artist, the album URI and name, and the
track duration.

3.2 Clustering strategy
We hypothesize that playlist titles and track names convey specific
ideas and themes that maintain coherence within the context of
the playlist, with this coherence being domain-specific rather than
universal. For example, a playlist titled “Let it Snow” could simply
suggest a winter theme when just considering the semantic mean-
ing of the words. However, within the context of music playlists, it
unmistakably indicates a Christmas-themed collection.

Based on this premise, we propose that playlist titles and track
titles that frequently co-occur are more likely to share semantic
relatedness, similar to how words that often appear together in
sentences do. Just as sentences, when grouped into documents, pro-
vide the contextual foundation for fine-tuning language models, the
combination of playlist and track titles, organized into thematically
coherent clusters, can serve as a valuable dataset for fine-tuning a
playlist-aware recommendation model.

3.2.1 Vector representation of playlist content. There are several
methods to represent playlists as vectors based on their content.
The one-hot encoding approach, as in [10], was deemed imprac-
tical due to its excessive size and computational inefficiency. The
skip-gram approach, as described in [19], was also considered and
discarded for similar reasons. Consequently, we opted to use text-
based embeddings for this vector representation because they offer
a more compact dimensionality through aggregation techniques.
In this scenario, each playlist is represented by the titles of all its
tracks.

Initially, we tested word embedding models such as fastText [2],
averaging the vectors of all words composing the track titles in the
playlist. However, our initial assessment revealed that this model
was not sufficiently efficient for our use case, as it primarily focuses
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Figure 3: T-SNE plot of 10 clusters for the training set using
kMeans on fastText embeddings

on word-level representations and failed to capture the contextual
meaning of playlist titles. This was particularly evident in our
attempt to cluster playlists, which resulted in poorly defined data
separations as illustrated in Figure 3.

Thus, we opted for a transformer-basedmodel, which has demon-
strated strong performance across a wide range of tasks [29]. In
particular, we employed Sentence BERT, which leverages the atten-
tion mechanism through Siamese BERT-Networks. This approach
involves two BERT blocks processing sentence pairs concurrently,
followed by a pooling layer that generates fixed-size sentence em-
beddings [24]. This enables Sentence BERT to create more effective
representations at the sentence-level. Given that playlist titles can
be viewed as concise sentences (or at least are more extensive than
single words), we conclude that Sentence BERT is the most appro-
priate choice for our task.

For each playlist, we compute the mean embedding 𝑒 of all the
track titles in the playlist itself:

𝑒𝑝𝑙𝑎𝑦𝑙𝑖𝑠𝑡 =
1
𝑛

𝑛∑︁
𝑖=1

𝑒𝑡𝑟𝑎𝑐𝑘𝑖

where 𝑛 is the number of tracks within the playlist, and 𝑒𝑡𝑟𝑎𝑐𝑘𝑖 is
the Sentence BERT embedding of the 𝑖-th track in the playlist.

By focusing solely on the tracks within the playlists (i.e., their
content) and excluding the titles, we achieve two key objectives:
(1) We prevent the introduction of bias that could arise from similar
titles representing in facts different themes or concepts. (2) By
concealing the titles during the clustering stage, we can confidently
extract the test set later, ensuring it contains only titles that were
not seen during training. This approach maintains the integrity of
our evaluation process.

3.2.2 Clustering algorithm. The playlist vectors are clustered using
the K-Means algorithm. We manually selected the number of clus-
ters instead of relying on density-based algorithms like DBSCAN.
This was because the embedding space, composed of mean embed-
dings, was very dense, making it difficult for DBSCAN to effectively
differentiate between various themes. For the same reason, metrics
such as the Silhouette or Davies-Bouldin scores, which measure

Figure 4: The elbow curve and the suggested number of clus-
ters (in red)

intra- and inter-cluster distances, were not particularly relevant in
our specific use case.

We implemented an elbow curve approach to estimate an opti-
mal number of clusters, as in Figure 4. Since our main goal was to
ensure coherence within each cluster, the elbow curve served more
as a guideline to establish a minimum value rather than a defini-
tive choice for the number of clusters. In fact, although the elbow
curve suggested a number 𝑘 of clusters around 25, we ultimately
set 𝑘 = 200. We observed that increasing the number of clusters
generally improved performance, as visible in Figure 5. However,
we also found that a higher number of clusters significantly in-
creased computational cost. Beyond 200 clusters, the computational
expense became prohibitive. Therefore, based on our analysis, we
settled on 200 clusters as the optimal choice.

Figure 5: The standard error of estimate (SSE) of clusters
decreases with the increment of number 𝑘 of clusters.

The T-SNE plot of an initial experiment made with 50 clusters
(Figure 6) reveals two key observations. First, the clusters are more
distinct compared to those in Figure 3, although some overlaps per-
sist, making them challenging to separate completely. Additionally,
the presence of clusters that are significantly larger and more dis-
persed than others is evident. This phenomenon can be attributed
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to certain clusters containing a broader range of topics4, which we
will refer to as miscellaneous throughout this paper.

Figure 6: T-SNE plot of 50 clusters for the training set using
kMeans on Sentence BERT embeddings. It is possible to note
at least two miscellaneous clusters, in dark blue and green.

The presence of these miscellaneous clusters poses several chal-
lenges. First, their significantly larger size compared to other clus-
ters can lead to imbalanced training, potentially impacting classifi-
cation accuracy. Secondly, the informative value of these clusters is
questionable, as their playlists are included primarily because they
do not fit well into other categories. Therefore, we decided to re-
move those clusters (and playlists) from our training set. Indeed, for
the goal of fine-tuning a language model, we prefer having coherent
clusters (including only playlists on the same theme), rather than
complete ones (with a unique cluster theme). In order to realize
this, we found for each cluster the most occurring playlist title and
we computed the percentage of exact matches with it among all
the playlists’ titles of that cluster. We consider valid the clusters
that have the percentage over a threshold 𝑡 and miscellaneous be-
low it. The threshold has been set to 𝑡 = 0.02 empirically. Indeed,
most clusters below this percentage include a number of playlists
largely above the mean of all other clusters. Although this method
is relatively simple, we found it to be effective in identifying miscel-
laneous clusters, which have been excluded from the dataset. This
action removed around 40% of the MPD, resulting in a total of 158
clusters left for the next sections5.

We split our processed dataset into training (80% of the data),
validation (10%) and test set (10%), ensuring a representation of
each cluster in every set, so that the model can train and evaluate
its performance on specific clusters.

3.3 Fine-tuning a language model
The training and validation set created in the previous step is used
to fine-tune a language model, with the ultimate goal of effectively
distinguishing and classifying playlist themes. The input for fine-
tuning consists of clusters, each represented by concatenating the
titles of its associated playlists. These concatenations of titles acts as
documents in our fine-tuning, while cluster IDs are used as labels.

Concerning the architecture, we used a sentence transformer
backbone [24] and in particular the all-MiniLM-L6-v26 model.
This model maps sentences to a 384 dimensional dense vector space
and can be used for tasks like clustering, while being compact
enough to ensure computational efficiency. Additional classification
layers were included, composed of a dropout layer for regularization
and a fully connected layer to predict cluster labels. The model is
fine-tuned in two variants:

• using the cross-entropy loss, commonly used for classification
tasks;

• using the triplet loss, which focuses on making items from
the same group closer than those from different groups [25].

We used standard training arguments, including a batch size
of 8 and a learning rate of 2 × 10−5. Throughout the process, we
monitored the loss on both the training and validation sets to detect
any signs of overfitting, which we observed after approximately
15 epochs. Consequently, we stopped the fine-tuning early and
retained the model that minimized the validation loss.

On the output model, we observed significant improvements
in the model’s ability to adapt to the music playlist context. To
illustrate this, we compared the cosine similarity scores between
the embedding of the word “Workout” and each of the words “K-
pop”, “Running”, and "Sports”. In Figure 7, it is evident how the
three model variants differ in the representation. The pre-trained

4In particular, the presence in the MPD of some broad-sense, not-meaningful playlist
titles, such as “music” or “my playlist” was already reported in [10].
5It is important to specify that we exclude the miscellaneous clusters only during
the fine-tuning phase. For this task, a more homogeneous corpus was required to
prevent the language model from learning irrelevant associations. However, any title
can subsequently be processed by the fine-tuned model, which also leverages its
pre-existing knowledge.
6https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2

-0,5

0,0

0,5

1,0

Workout/K-pop Workout/Running Workout/Sports

Pretrained Fine-tuned (cross-entropy loss) Fine-tuned (triplet loss)

Figure 7: The cosine similarity scores of pairs of embeddings
computed with the three model variants.

https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
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model exhibits less variability in its vectors, indicating a more
uniform and compact embedding space where nodes are closer
to each other. In contrast, fine-tuning helps to better differentiate
semantically distant words, such as “Workout” and “K-pop”, while
bringing semantically similar words, like “Workout” and “Running”
or "Workout” and “Sports”, closer together. It is noteworthy that
in the triplet loss variant, “Workout” is closer to “Sports” than to
“Running”. While “Workout” and “Sports” are definitively within
the semantic realm of physical activity, “Running” can also appear
in metaphorical contexts – such as “running away from sentiments”
– and this has probably been captured in the fine-tuned model.

3.4 Playlist generation
The final step of our pipeline focuses on generating playlists that
align with a user’s input title. Utilizing the fine-tuned model, we
aim to recommend tracks that match the input theme, even if they
are no exact matches with the proposed title.

The embeddings of each (known) playlist titles in the dataset are
computed using the finetuned model. As seed for the generation
process, a (unknown) playlist title – that can be composed of one
or multiple words – is provided, and the embedding of the title
is generated. The latter is compared with the embeddings of all
known playlists using cosine similarity.

Formally, the cosine similarity between two embeddings 𝑒𝑎 and
𝑒𝑏 is defined as:

cosine_similarity(e𝑎, e𝑏 ) =
e𝑎 · e𝑏

∥e𝑎 ∥∥e𝑏 ∥

The 50 playlists with the highest similarity scores are selected.
Among these, we count the occurrences of each track. A voting
mechanism is applied, where tracks that appear more frequently
across the matched playlists receive higher scores, indicating their
relevance to the input theme. The top 𝑘 most frequently occurring
songs are then recommended to the user.

3.5 Playlist generation using LLM
We also conducted a playlist generation experiment using three
Large Language Models in a implementation using LangChain [3].
In particular, we tested a zero-shot and two few-shot scenarios, in-
cluding 1 and 5 songs respectively as examples given in the prompt.
To ensure a fair comparison with our ground truth, we explicitly
instructed the LLM to consider only songs published before the
release date of the MPD dataset.

The prompt provided to the LLM is structured as follows.We first
assign the LLM the role of an expert in music recommendation and
clearly define its task. We then explicitly outline a set of constraints
that the LLM must adhere to, restricting its recommendations to
songs released before 2017. We ask to generate a playlist of 10 songs,
and specify that the output must exclusively be in JSON format
to simplify subsequent parsing. Elements in curly brackets ({})
represent configurable parameters. This allowed us to obtain a
simple format of recommended songs in order to easily compute
quantitative metrics.

Prompt for LLM Playlist Generation

You are an expert in music playlist generation.
Your task is to generate the continuation of a playlist given
only its title and five example songs with their artists.
Important:

• You have to select only songs released before October
2017.

• Propose a COMPLETE playlist consisting of exactly 10
songs.

• Do not output any extra text besides the list of songs.
• The output must be a JSON list where each item is a
dictionary with keys "song" and "artist".

• Only return the JSON list. Do not repeat the instructions
or inputs.

• In each dictionary, the value for "song" must contain
only the song name (without any hyphen or artist in-
formation) and the value for "artist" must contain
only the artist name.

• All recommended songs must be UNIQUE and must not
repeat any of the five example songs provided.

Playlist Title: "{playlist_title}"
Examples:

(1) {"song": "{song1}", "artist": "{artist1}"}
(2) . . .

Output format (strict):
[

{"song": "<title>", "artist": "<artist>"},
...

]
Answer ONLY with the JSON list exactly as specified
above. Do not output anything else.

4 Evaluation
To evaluate the effectiveness of our method, we employed a com-
bination of quantitative and qualitative metrics. The quantitative
evaluation focuses on commonly used metrics, computed on the
playlists from the test set. It is important to recall that the playlists
in the test set have not been used during training.

For each playlist, the set of relevant songs 𝑅 is defined as the ac-
tual tracks contained within that playlist. The set of recommended
songs is noted as 𝑆 . The metrics we focus on are computed for a
playlist of 𝑁 songs [4, 26]:

• precision@N measures the proportion of recommended
tracks that are relevant, with N being the number of recom-
mended songs.

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑁 =
𝑙𝑒𝑛(𝑅 ∩ 𝑆)
𝑙𝑒𝑛(𝑆) (1)

• recall@N assesses the proportion of relevant tracks that
were successfully recommended.

𝑟𝑒𝑐𝑎𝑙𝑙@𝑁 =
𝑙𝑒𝑛(𝑅 ∩ 𝑆)
𝑙𝑒𝑛(𝑅) (2)
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• MRR@N (Mean Reciprocal Rank) estimates the rank of the
first relevant song in the recommended songs.

𝑀𝑅𝑅@𝑁 =
1

Rank of the first relevant song in 𝑆
(3)

• R-Precision evaluates the proportion of recommended
tracks 𝑆𝑇 and artists 𝑆𝐴 that are relevant among all known
relevant tracks 𝐺𝑇 and artists 𝐺𝐴 .

R-precision =
|𝑆𝑇 ∩𝐺𝑇 | + 0.25 · |𝑆𝐴 ∩𝐺𝐴 |

|𝐺𝑇 |
(4)

• NDCG (Normalized Discounted Cumulative Gain) evaluates
the ranking quality of recommended tracks, improving as
relevant tracks are positioned higher in the list. If 𝑟𝑖 is the
position in the ground truth of the 𝑖-th recommended track,
over the 𝑁 recommended songs, and 𝐼𝐷𝐶𝐺 is the DCG ob-
tainable when the recommended playlist matches perfectly
the ground truth:

DCG =

𝑁∑︁
𝑖=1

𝑟𝑖

log2 (𝑖 + 1) (5)

NDCG =
DCG
IDCG

(6)

To complement these quantitative metrics, we incorporated a
qualitative evaluation process involving human reviews. This step
assessed the thematic coherence and overall appeal of the gener-
ated playlists. Two reviewers, leveraging their familiarity with the
songs and conducting listening sessions when necessary, evaluated
each track within the playlists and assigned an overall qualitative
score. The integration of qualitative evaluation is essential because
quantitative metrics may not fully reflect the model’s quality, given
that the recommended tracks may still be relevant according to the
playlist title, even if not among the involved ground truth.

4.1 Quantitative results
We evaluated each approach using the same metrics on the playlists
from the test set. The two fine-tuned models – with cross-entropy
loss andwith triplet loss – are comparedwith a pre-trained Sentence
BERT. For each model, we computed metrics on the first 10, 66, and
500 tracks for input playlist title, where 66 is the average number of
tracks per playlist across the whole dataset, and 500 is the number
of requested track to predict in RecSys Challenge 2018.

Table 1 shows the average metrics computed over multiple input
playlists. We observed a positive impact from fine-tuning, with all
metrics showing approximately double the improvement compared
to the pre-trained model. The results between the two fine-tuned
model variants are similar, although the cross-entropy variant per-
formed slightly better across almost all metrics. When predicting
500 tracks, the fine-tuning with cross-entropy still yields better
scores, although the improvement over the pre-trained model is
less pronounced. Conversely, the triplet loss approach results in
comparatively lower performance. As the number of predicted
songs increases, popular songs are more frequently selected be-
cause they are prevalent across various playlists. This prevalence
can diminish the distinctions between different variants, and this
is reflected in the results.

Metric PT FT-C FT-T
Precision@10 0.1630 0.1793 0.1616
Recall@10 0.0332 0.0382 0.0316
MRR@10 0.2567 0.3254 0.3004
R-Precision@10 0.0358 0.0496 0.0417
NDCG@10 0.2780 0.3740 0.3472
Precision@66 0.0571 0.1228 0.1176
Recall@66 0.0647 0.1383 0.1424
MRR@66 0.1896 0.3542 0.3444
R-Precision@66 0.0477 0.1332 0.1059
NDCG@66 0.2742 0.4311 0.4156
HIT@500 0.3868 0.3873 0.3329
Precision@500 0.0480 0.0489 0.0410
Recall@500 0.3868 0.3979 0.3329
MRR@500 0.3499 0.3490 0.2893
R-Precision@500 0.1570 0.1556 0.1285
NDCG@500 0.2731 0.2825 0.2297

Table 1: Quantitative scores of our method in the three stud-
ied variants: the pre-trainedmodel (PT), the fine-tunedmodel
with cross entropy loss (FT-C), and the fine-tunedmodel with
triplet loss (FT-T)

Method R-Precision NDCG
Monti et. al [19]
- Only title 0.0837 0.1260
- Best 0.1634 0.1717
Faggioli et. al [10]
- Only title 0.1093 0.2451
- Best 0.2078 0.3713
Kim et. al [16]
- Only title 0.0760 0.1866
- Best 0.1924 0.3394
Our method
Pre-trained 0.1570 0.2731
Fine-tuned (cross) 0.1556 0.2825
Fine-tuned (triplet) 0.1285 0.2297

Table 2: Comparison of our method and other playlist gen-
eration solutions relying on the playlist title from RecSys
challenge 2018

In Table 2, we compare our strategywith those in previousworks.
The figures for the methods in [10, 16, 19] are sourced from their
respective papers. We include results computed using only title
information, specifically R-Precision@500 and NDCG@500. Addi-
tionally, we present the best results from the relative papers, which
also incorporate training over tracks and are marked as Best in
the table. These Best results are not directly comparable with our
approach since they have been obtained using track content while
our approach relies solely on the playlist title.

Our method demonstrates superior results compared to previ-
ous works, in both reported metrics, surpassing of several points
the performance of the highest competitors that use only the title
information. Our method outperforms in NDCG also some of the
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best variants, that incorporated additional information about the
tracks in the training.

4.2 Qualitative assessment
In our qualitative evaluation, we conducted a human assessment of
thematic coherence and appeal for the generated playlists. Due to
the high costs of human annotation, we limited our evaluation to a
set of 22 specifically chosen playlists from the test set, reported in
Table 3, selected according to the following criteria:

• the playlist should include at least 10 tracks;
• a clear thematic alignment between playlist titles and their
tracks should be present. In other words, we excluded titles
that were too generic or not enough representative of the
playlist content;

• both niche and more broadly themed playlists should be
included in the final set.

PID playlist title nb. tracks

673925 KPOP 22
677580 workout music 63
321143 Dance 37
923247 Rock 198
301195 Summer 37
490485 Hawaii 36
575612 Classic Country 174
269088 older songs 8
606436 2016 129
701866 Dance 23
608829 FINESSE 55
273344 Oldies 239
501054 Rock 73
750528 sports 72
684261 Christian 10
44648 gaming 33
837665 classics 52
786219 Party 74
47214 workout 99
889395 work 51
497427 Love songs 43
677006 Summer 29

Table 3: List of 22 playlists used in our evaluation, with the
number of tracks included in each of them

Each recommended track for a given playlist title was assessed
by two reviewers, who reached a consensus on whether to consider
each track as valid. All decisions were thus agreed by consensus by
both reviewers. For instance, for a hypothetical playlist titled “Rock
classics”, tracks such as “Highway to Hell” by AC/DC, “Smells Like
Teen Spirit” by Nirvana, and “It’s My Life” by Bon Jovi would be
considered highly relevant, while “My Heart Will Go On” by Céline
Dion have to be considered as not fitting. The assigned qualitative
score is the percentage of valid tracks over the total, computed as:

𝑄𝑢𝑎𝑙𝑖𝑡𝑎𝑡𝑖𝑣𝑒 𝑆𝑐𝑜𝑟𝑒 =
𝑛𝑏. 𝑣𝑎𝑙𝑖𝑑 𝑡𝑟𝑎𝑐𝑘𝑠

𝑡𝑜𝑡𝑎𝑙 𝑟𝑒𝑐𝑐𝑜𝑚𝑒𝑛𝑑𝑒𝑑 𝑡𝑟𝑎𝑐𝑘𝑠
(7)

The metric is in the [0,1] range, being 1 when all recommended
tracks are valid.

The results in Table 4 demonstrate that, while quantitative met-
rics offer valuable insights, qualitative assessments provide crucial
additional perspectives. Specifically, although quantitative scores
may not perfectly align with user-generated playlists, the good
qualitative metrics across all three models underscore their ability
to create meaningful and coherent playlists, with over 70% of tracks
being relevant. The qualitative score confirms the superiority of
the model fine-tuned with cross-validation.

Metric PT FT-C FT-T
Qualitative Score@10 0.7376 0.7789 0.7533
Qualitative Score@66 0.7231 0.7719 0.7461

Table 4: Qualitative scores of our method in the three studied
variants: the pre-trained model (PT), the fine-tuned model
with cross validation loss (FT-C), and the fine-tuned model
with triplet loss (FT-T).

4.3 Evaluation of the LLM generation
We conducted an initial assessment of how LLM perform using the
same 22 playlists that were used for the qualitative evaluation. We
tested three different LLMs, namely Llama 3.1 [9], Zephyr7 [27], and
GPT4o [21] in order to have representatives among open weights
models (Llama and derivatives) and closed models (GPT). The re-
sults are presented in Table 5. Although the quantitative metrics are
based on a different test set than those in Table 18, this experiment
can already give us some insight on the LLMs performance.

All language models benefit from including a few examples in
the prompt. Llama has a unique behavior, as it prefers 1 to 5 ex-
amples for most metrics, though not for qualitative assessments.
In every configuration, GPT4o demonstrates the best performance.
In addition, we noticed that Llama and in particular Zephyr were
not completely respecting the provided instruction, recommend-
ing songs published after the desired date specified in the prompt.
GPT4o still falls short compared to the fine-tuned system, even
in the 5-shot scenario. When comparing zero-shot performance –
which relies solely on title information as in the fine-tuned system –
the gap becomes quite pronounced. However, when examining the
qualitative results, the gap is less pronounced (Table 4), with over
60% of the recommended tracks being of good quality. While Llama
and Zephyr fail to match the scores of all transformer-based models,
GPT4o succeeds in doing so, albeit only in the 5-shot scenario.

The limited scope of this experiment serves as a preliminary step
to assess the feasibility of using LLMs in playlist generation. Despite
its preliminary nature, we believe there are valuable outcomes from
this exploration:

• LLMs struggle to replicate the retrieval scores achieved in
our previous experiment;

• However, the relevance of the songs proposed by LLMs re-
mains qualitatively similar.

7https://huggingface.co/TheBloke/zephyr-7B-beta-AWQ
8For reference, the pre-trained Sentence BERT had Precision 0.0586, Recall 0.1295, and
MRR 0.2189 on the same test set of 22 playlists.

https://huggingface.co/TheBloke/zephyr-7B-beta-AWQ
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Model Llama Zephyr GPT4o
n-shot 0 1 5 0 1 5 0 1 5
Precision@10 0.0591 0.0950 0.0636 0.0227 0.0409 0.0590 0.0636 0.1091 0.1227
Recall@10 0.0067 0.0173 0.0059 0.0019 0.0060 0.0103 0.0073 0.0122 0.0197
MRR@10 0.0966 0.1883 0.1723 0.0795 0.1318 0.1800 0.1636 0.2871 0.2505
R-Precision@10 0.0137 0.0269 0.0104 0.0062 0.0103 0.0171 0.0157 0.0219 0.0338
NDCG@10 0.1199 0.2102 0.1863 0.0952 0.1436 0.2011 0.1900 0.3039 0.3249
Qualitative 0.6416 0.6818 0.7132 0.6777 0.6945 0.7038 0.7175 0.7724 0.7953

Table 5: Performance metrics for LLM. In bold, the best absolute scores, while in italic the best scores for a zero-shot scenario

The real advancement in this context would be to integrate LLMs
with other retrieval techniques, as outlined in the conclusions.

5 Conclusion and Future Work
Our study investigated the use of language models for playlist
generation. The experiments confirmed that the playlist title is a
valuable source of information, and capturing its semantic meaning
can be particularly beneficial in cold start scenarios. By combining
clustering with fine-tuning, we enhanced the model’s ability to
generalize across diverse playlist themes, providing a unique and
complementary approach to more traditional recommender system
techniques. When relying solely on the title, our results outperform
existing work in the literature and LLM generation in zero-shot
and few-shot settings.

Our approach empowers users to transcend the limitations of
predefined categories, having the full potential of their choice of
words as seed for generation. This opens up virtually unlimited
combinations, offering users a novel way to discover relevant and
potentially new and unexpectedmusic. However, this work presents
several limitations that necessitate future research.

Firstly, the voting mechanism tends to flatten differences for very
common playlist titles, Moreover it tends to favor popular tracks,
particularly for generic titles. Our implementation is designed to
maximize retrieval-based metrics, as it was the evaluation focus
of the RecSys Challenge 2018, which allows us to make meaning-
ful comparisons with the state-of-the-art. Introducing metrics to
capture diversity, novelty, and order would undoubtedly enhance
the outcomes. For example, for recommending novel songs not yet
included in any playlist, it would be possible incorporate Sentence-
BERT similarity between a novel song title and existing playlists’
title. This approach may result in lower precision metrics, as it pri-
oritizes novelty over exact matches; the right trade-off between the
metric would depend on the use case. Additionally, two strategies,
could immediately help mitigate the popularity bias:

• with a ranking system powered by language models, as
demonstrated in [6]. The final ranking of tracks can indeed
include more than the 50 most similar playlists, introducing
more variability in the results;

• use our system for playlist continuation, where the first 𝑁
songs are used as seeds, to better compare with other sys-
tems. Alternative language models can be explored as substi-
tutes for Sentence BERT to provide a more comprehensive
comparison of their performance and capabilities.

Furthermore, specializing the model for specific languages could
enhance its performance and relevance in diverse linguistic con-
texts. Implementing the system in a production environment would
also be crucial to assess its real-world effectiveness and robustness.
This step would involve optimizing for scalability and efficiency,
ensuring the model can handle large volumes of data and user
interactions seamlessly. In addition, we plan to include explain-
ability of the recommendation system by providing users with
insights into why certain tracks were recommended. Lastly, we
believe that the value of this work has to be tested in combination
with a collaborative-based method, exploiting the best of the two
approaches.
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