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Abstract—Full duplex (FD) is an auspicious wireless tech-
nology that holds the potential to double data rates through
simultaneous transmission and reception. This paper proposes
two innovative designs of hybrid beamforming (HYBF) for
a multicell massive multiple-input-multiple-output (mMIMO)
millimeter wave (mmWave) FD system. Initially, we introduce
a novel centralized HYBF (C-HYBF) scheme, which employs
the minorization-maximization (MM) method. However, while
centralized beamforming designs offer superior performance,
they suffer from high computational complexity, substantial
communication overhead, and demand expensive computational
resources. To surmount these challenges, we present a framework
that facilitates per-link parallel and distributed HYBF (P&D-
HYBF) in the mmWave frequency band. This cooperative ap-
proach enables each base station (BS) to independently solve
its local, low-complexity sub-problems in parallel, resulting in
a substantial reduction in communication overhead and compu-
tational complexity. Simulation results demonstrate that P&D-
HYBF achieves comparable performance to C-HYBF, and with
only a few radio-frequency (RF) chains, both designs surpass the
capabilities of fully digital half duplex (HD) systems.

Index Terms—Millimeter Wave, Full duplex, Distributed Hy-
brid Beamforming, Minorization Maximization

I. INTRODUCTION

ELLULAR communication networks are in a perpetual
C state of evolution, driven by the escalating demands of
emerging wireless data services and the need to maintain
uninterrupted connectivity. To accommodate the anticipated
surge in data volume, the research community has recently
shown significant interest in employing ultra-high-frequency
bands, notably the millimeter wave (mmWave) band [1]. In
comparison to traditional radio frequency (RF) and microwave
bands, the mmWave band provides approximately 200 times
greater spectrum. However, mmWave communication systems
encounter substantial propagation losses, which are mitigated
by employing a substantial number of antennas that can be
densely packed due to the shorter wavelength.

In parallel to the development of mmWave half duplex (HD)
systems has been the progression of full duplex (FD) technol-
ogy which enables simultaneous transmission and reception
in the same frequency band, which theoretically doubles the
spectral efficiency. However, FD systems suffer from self-
interference (SI), which can be 90 — 120 dB higher than
the received signal power. Advanced SI cancellation (SIC)
techniques are crucial to mitigate the SI power and make
FD feasible. Among the techniques being explored for SI
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management in FD systems, beamforming has exhibited sig-
nificant potential. Beamforming can be categorized as either
fully digital or hybrid beamforming (HYBF). The former
necessitates an equal number of radio frequency (RF) chains
and antennas, processing the signal in the baseband. On the
other hand, the latter requires only a limited number of
RF chains and employs lower-dimensional digital processing
alongside higher-dimensional analog processing. The imple-
mentation of such a solution is highly desirable, as it enables
the deployment of cost-effective mmWave FD transceivers [2].

A. Prior Work and Motivation

Recent studies investigating the potential of HYBF for
mmWave FD systems are available in [3]-[12]. In [3], HYBF
for a point-to-point massive multiple-input multiple-output
(mMIMO) mmWave FD system to optimize the sum-spectral
efficiency while keeping the signal level at the input of the
analog-to-digital converters (ADCs) under control is investi-
gated. In [4], a novel algorithm for the design of constant-
amplitude analog precoders and combiners of an FD mmWave
single-stream bidirectional link is discussed. In [S], HYBF for
an FD mmWave MIMO interference channel is presented. In
[6], the authors studied the performance of the two-timescale
HYBF approach for the mmWave FD relays. Robust HYBF
under imperfect channel state information (CSI) is studied
in [7]. In [8], HYBF for integrated access and backhaul is
investigated. In [9], the authors presented a novel HYBF
design for an amplify and forward mmWave FD relay. In [10],
a novel HYBF design for a single-antenna multi-user mmWave
FD system with 1-bit phase resolution is proposed. In [11], the
achievable gain of a mmWave FD system with one uplink (UL)
and one downlink (DL) user only under the limited receive
dynamic range is investigated. In [12], the potential of HYBF
for a single-cell mMMIMO mmWave FD system is studied.

It is noteworthy that the existing literature has not addressed
the context of mmWave multi-cell FD systems with multi-
antenna users. Furthermore, all the proposed methods thus far
have been centralized, which presents significant challenges in
terms of feasibility, scalability, and cost-effectiveness for large-
scale real-time deployment. Centralized solutions, in general,
also suffer from substantial communication overhead, as the
global channel state information (CSI) must be transmitted to
the central node (CN) at each channel coherence time. This
transmission may involve multi-hop communication if the CN
is situated far from the network. Then, the CN has to perform
joint optimization of all variables on a high-performance com-
putational processor, followed by transmitting the optimized



solution back to the base stations (BSs). Such a procedure,
necessitated at the millisecond scale, is clearly impractical.
Distributed solutions hold great promise in addressing these
challenges; however, their design is exceptionally complex
[13]-[15], particularly in the mmWave domain where the
analog beamformers and combiners are shared among the
users [16].

B. Main Contributions

In the subsequent sections, aiming to bridge the iden-
tified research gaps, we present two HYBF designs for a
multicell mmWave FD system with multiple antenna UL
and DL users, focusing on weighted sum rate (WSR) max-
imization. Initially, we introduce a novel centralized HYBF
(C-HYBF) scheme, leveraging the minorization-maximization
(MM) method based on alternating optimization [17]. It is
worth noting that while centralized solutions entail inherent
challenges at the implementation level, they demonstrate supe-
rior performance and can serve as a benchmark for comparing
the performance of distributed methods [18].

To overcome the challenges posed by C-HYBF, we intro-
duce the concept of parallel and distributed (P&D)-HYBF for
mmWave systems, a pioneering approach that decomposes
the global mmWave FD WSR maximization problem into
independent and decoupled low-complexity optimization sub-
problems on a per-link basis. This approach allows each
mmWave FD base BS to implement the optimization indepen-
dently and in parallel, utilizing cost-effective computational
processors. As a result, P&D-HYBF offers an exceptionally
efficient solution for HYBF. The implementation of P&D-
HYBF relies on cooperation, involving information sharing
of beamformers solely among neighboring BSs. Furthermore,
unlike C-HYBF, which necessitates the transmission of full
CSI to the CN, P&D-HYBF relies solely on local CSI,
thereby significantly reducing the overhead associated with
CSI exchange.

The design of P&D-HYBF in mmWave systems presents
considerable challenges due to the shared utilization of analog
beamformers and combiners by the DL and UL users within
the same cell. This sharing introduces intricately coupled
constraints that significantly complicate per-link decoupling
and optimization. Furthermore, the DL beamformers are sub-
ject to a total sum-power constraint that further exacerbates
the complexity of the system. Our objective is to address
these challenges and establish a framework for P&D-HYBF in
mmWave systems by elucidating strategies to effectively man-
age the various coupling constraints within the hybrid beam-
forming architecture. The computational analysis demonstrates
that P&D-HYBF exhibits remarkably low complexity, which
scales linearly with the size and density of the network. This
stands in contrast to the centralized HYBF (C-HYBF) scheme,
which exhibits a quadratic dependence on both network size
and density, necessitating exceptionally high computational
complexity per iteration. Simulation results validate that P&D-
HYBF achieves performance on par with C-HYBF while
surpassing the conventional fully digital half-duplex (HD)
system, even with a limited number of RF chains.
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Fig. 1: The multicell mmWave MIMO FD system.

Organization: The rest of the paper is organized as follows:
We first present the system model and problem formulation
in Section II, and the MM method is presented in Section
III. Sections IV and V present the C-HYBF scheme and the
P&D-HYBF designs, respectively. Finally, Sections VI and VII
discuss the simulation results and conclusions, respectively.

Mathematical Notations: Boldface lower and upper case
case characters denote vectors and matrices, respectively.
E{-},Tr{-}, ()", ®, I, and D, denote expectation, trace, con-
jugate transpose, Kronecker product, identity matrix, and the
d generalized dominant eigenvectors (GDEs) selection matrix,
respectively. A vector of zeros of size M is denoted as 0psx1,
vec(X) stacks the column of X into x, unvec(x) reshapes x into
X, and /X returns the phasors of matrix X. Cov(-) and diag(-)
denote the covariance and diagonal matrices, respectively, and
svd(X) returns the singular value decomposition (SVD) of X.
X(m, n) denotes the element at the m-th row and n-th column.

II. SYSTEM MODEL

Let 8 = {1,...., B} denote the set containing the indices
of B FD BSs serving in B cells. Let D, = {l,...,Dp}
and U, = {1,...,Up} denote the sets containing the indices
of D, DL and U, UL multi-antenna HD users communi-
cating with BS b € B. The system setting with B = 2
is shown in Fig. 1. The DL user j, € D, and UL user
kp € Up are assumed to have N;, receive and My, transmit
antennas, respectively. The FD BS b € 8B is assumed to
have MIfF and NIfF transmit and receive RF chains and
My, and Nj transmit and receive antennas, respectively. We
denote with V;, € CM5" %, and Uy, € CMiXdk, the
digital beamformers for the white unitary variance data streams
sj, € CIi*! and s, € C%*! transmitted for DL user
Jb € Dy and from UL user k;, € Uy, respectively. Let W, €
CMoxMJ" and B, € CNo" *No denote the fully connected
analog beamformer and analog combiner for FD BS b € 8B,
respectively. The analog stage is assumed to be quantized and
let P, = {1, ei2n/ny - pidn/ng ...,eiz”’”"l/"b} denote the set
of np possible discrete values that the unit-modulus elements
of W, and Fj, can assume. Let Q(-) denote the quantizer
function to quantize the infinite resolution elements of W;, and
F;, such that Qp,(£Wp(m,n)) and Qp (£Fy (m,n) € Py, Vm, n.

We assume the users to be suffering from hardware distor-
tions due to limited dynamic range (LDR), which is denoted
as ¢y, and e;, for the UL user k;, € U}, and DL user j, € Dy,
respectively, and modelled with the LDR noise model [19]



Ck, ~ CN (O, x1, ki, diag(Uy, UR ), (1)

ej, ~ CN(On,, x1,Bj, diag(®j,)), 2)

where ki, < 1, Bj, < 1,®;, = Cov(r;,) and r;, denotes
the undistorted received signal for DL user j, € D;. Let ¢p
and e; denote the transmit and receive LDR noise for FD BS
b € B, respectively, modelled as

cp ~ CN (Op, 1, kp diag( > WyVy,

npeDp

ep ~ CN(Oyrryy, B diag(®p)), “)

viEw.h),  3)

with k), < 1, B < 1,®, = Cov(rp) and rp denotes the
undistorted received signal by FD BS b € 8 after the analog
combiner Fj. Let np and nj, denote the thermal noise for FD
BS b and DL user jj, respectively, modelled as

n, NCN(ONleva-]%I)s 1 NCN(OijXl’ I) (5)

with o'l% and o-Jz.b denoting the noise variances.

A. Channel Modelling

We assume perfect CSI, which can be achieved based on the
compressed sensing-based techniques developed for mmWave,
similar to [20]. Let H;, € CNio*Mb and Hy, € CNo*Mi,
denote the channels between DL user j, € 9D, and UL user
k, € U, and FD BS b € B, respectively. Let H;, i, €
CNip*Mi, and Hj, x. € CNiv*Mie denote the in-cell UL
cross-interference (CI) channel (generated from opposite trans-
mission directions) between the DL user j, € Dp and UL user
kp € Up and the out-cell UL CI channel response between
the DL user j;, € Dy, and UL user k. € U,, respectively, with
b #c.LetHj, . € CNiv*Me and Hy, ;. € CNo>*Mie denote the
interference channels responses from FD BS ¢ € 8 to DL user
Jb € Dyp and from UL user k. € U, to FD BS b, respectively,
with ¢ # b. Let Hp . € CNo*Me and Hy, ;, € CNo*Mp denote
the DL CI channel response from FD BS ¢ € 8 to FD BS
b € B, with ¢ # b, and the SI channel response for FD
BS b € B, respectively. In mmWave, channel Hy, can be
modelled as

N
Hi =\ Zak,,”wkna @),  ©

where the scalars Np and ak denote the number of paths
and a complex Gau551an random variable with amplitudes
and phases distributed according to the Rayleigh and uniform
distribution, respectively. The vectors ”(¢k ) and a (9” T
denote the receive and transmit antenna array response “for
FD BS b € B and UL user k;, € Up, respectively, with the
angle of arrival (AoA) ¢Zb and angle of departure (AoD) G"b,
respectively. The channel responses H;, ,H;, &, ,H;j, r.,H;, ¢
and Hy, ;. can be modelled similarly as (6) and the SI channel
H, ) € CNoxMb can be modelled as [12]

T o

TABLE I: Main Notations

Ukb Digital beamformer for UL user Kz,

ib Digital beamformer for DL user j,
Wy, Analog beamformer for BS b
Fp Analog combiner at BS b
Hjb Direct channel for DL user jg,
Hkb Direct channel for UL user kg,
Hjb kp, CI channel from kp, to jg,
Hjb k¢ | CI channel from ke to jp
Hjb c Interference channel from BS ¢ to jp,
H;, ke Interference channel from user k¢ to the BS b
Hy, . BS-to-BS interference channel from BS ¢ to the BS b
Hy, 3, SI channel for BS b

R .
where H; denotes the reflected components which can be

modelled as (6) and HL denotes the line of sight (LoS)
channel, given as

rm n

B (m,n) = 272

"m,n

®)

The scalars kp, pp, r'm.n and A denote the Rician factor, the
power normalization constant to assure E(||H§(m,n)||%) =
My Ny, the distance between m-th receive and n-th transmit
antenna and the wavelength, respectively. The main notations
described above are summarized in Table I.

B. Problem Formulation

Let y;, and yg, denote the signals received by the DL user
Jjb € Dp and by the FD BS b € 8B from UL user kp € Up
after the analog combiner F, respectively, given as

i, =Hj, ( Z Wi, Vi, Sn,+ cp) + €j,+n;, + Z Hj, 1, (Ukbskb

np €Dy kbE(LI[)
+€k,) + Z Hj, ( ZWCVnCsn(_ +c¢e)
ceB,c+b ne€De
+ Z Hj, . (Ug, Sk, +Ckc)],
keelU,
9
H
Yi, =Fp [ Z Hy, (U, Sk, +¢k,) +0p + Hp 1, ( ZWb
kpeUy, Jjp€Dp
VoS +¢p) + Z [Hp,( Z W.V;s; +c.)
ceB,c+b Jje€De
+ Z Hyp, k. (U, Sk, +ckc)]] +ep.
kceUe
(10)

Let E,,, fb and b denote the indices in the sets U, Dy

and 8 without the elements kp, jp and b, respectively. Let
= UkbU and Q;, = W,V ]bV’Z WH denote the transmit

covarlance matrlces of UL user kp, € Uy, and of FDBS b e B
intended for its DL user j;, € Dy, respectively. Let (Rg,) Rkb
and (R;,) ij denote the (signal plus) interference plus noise
covariance matrices received by the FD BS b € 8 from UL
user k;, € U, and by the DL user j, € Dy, respectively.
The matrices Ry, and Rj, can be written as (11) and Ry
and R* = Rkb - ijij
RJ th -F,H Hkath Fb, respect1vely

The WSR maximization problem for HYBF in the consid-
ered scenario with J, DL and U, UL multi-antenna users
Vb € B, under the joint sum-power, unit-modulus and discrete
phase-shifters constraints can be stated as

can be obtained as R



Rj, =H;,Q;, HY +H,( ) Qu,)HY +H;, kydiag( ) Qu,)HY + > Hj, 1, (Ti, +kp, diag(Te, VHY | +>" H;,

npeDp npeDp
np#jp
(> Qu. +kediag(Qu)HY .+ > % H
ne€ D¢ ceBk.eU,
ctb

ceB

kb E'ub Sh
c

(11a)

joke (Th, + ki diag(Te VHY |+ B, diag(®,) + 07 Ty, |

Ry, =F)," (Hy, Ty, HY + Z H, T, HI + Z ki, Hym, diag (Tpm, )HE + Hy, Z (Qj, + kpdiag(Q,))HJ,

mbéﬂb mbE'L[b
mp#kp
: H
+ > Hpe > (Qj, +kediag(Qj))H}! . +
ceB Jje€De ceBk.eU,
c#b ctb

Jb€Dp
(11b)

D D Hp (Ti, + ki diag(Te, VHY + 031y, )Fp + Bpdiag(®p),

max Z [ Z Wi, In det(R Rkb)+z wj,In det(R le )]

Wh Fl beB kpeUyp jbeDp

(12a)
st Tr(Ug, UR) < pi,,  Vki € Up, (12b)
Tr( Y WpV,VEWE) < py, Vb e 8B, (12¢)
JjeDp
Wy(m,n) & Fp(m,n) € P,, Vm,n. (12d)

The scalar w; denotes the rate weight for user i and pj, denotes
the sum-power constraint for BS » € 8, U and V denote the
collection of digital beamformers in UL and DL, respectively,
and W, and F}, denote the collections of analog beamformers
and combiners, respectively.

III. MINORIZATION-MAXIMIZATION

Finding the global optimum of problem (12) is extremely
challenging as it is non-concave in the transmit covariance ma-
trices Ty, and Qj, due to interference. To find its sub-optimal
solution based on alternating optimization, we leverage the
MM method [17], which allows reformulating (12) with its
minorizer using the difference-of-convex (DC) functions [17].

Let WRZ, L and WRﬁL denote the weighted rate (WR) of
users kp € U, and j, € Dy, respectively, and let WSRUL

and WSRD L denote the WSR of users in UL and DL out51de

the cell b, respectlvely. The dependence of the global WSR in
(12) on the aforementioned terms can be highlighted as

WSR= WRYL+WSRVE + WRPE + WSRPE + WSRYE + WSRPE
b K Jo i» b b
(13)
in which the WSR in UL and DL for FD BS b € 8 is given as
WSR}/" = WRY! L+WSRUL and WSRP'" = WRDT + WSRPE,
respectively. C0n51der1ng ‘the dependence of the transmit Jco-
variance matrices on the global WSR, only WRUL is concave
in Ty, and WSRUL WSRDE, WSRUL and WSRDL are non
concave in Ty, due to interference. Slmllarly, only WRDE is
concave in Qj, and WSR?L WSRgL,WSRgL,WSRDL are
non concave in Qj,. As a finear function is 51mu1taneously
convex and concave, DC functions introduce the first order
Taylor series expansion of WSRQL, WSRDL WSRUL and

WSRDL in Ty, , around ka (.e. around all Ty,), and for

WSRj_)L WSRYE WSRZL WSRfL around Qj, (i.e. around
b A A

all Qj,). Let T and Q denote the sets of all such ka and

Q,-b , respectively. The tangent expressions for the non-concave
terms for Ty, can be written by computing the gradients

OWSRYE DL
GUL =_—kb|A . GPL _ W&| 5, (14a)
kpp.b 0Ty, T.Q>» “kp.b 0Ty, e
UL aWSRgL L aWSRgL
Gkb,ﬁ = - aka |T,Q7 Gk b = - aka |T,Q’ (14b)

which allow to write the minorizers, denoted as WSRUL

WSRPE, WSRUL and WSRDL with respect to Ty, . Slmllarly,
for the transmit covariance matrix Qj,, we have the gradients

UL IWSRPL
qut, - TWOR, —o e 675, e 6, (159)
Jbsb ‘9ij T.Q anb T,Q
UL 6WSR‘E]L DL IWSRP*
L= |4 4 G C=—— |24, (15D
Jbsb 9Qj, | T b-b 0Qj, IT'Q (15b)

which allow to write the minorizers WSRUL, WSRD L

WSRUL and WSRD L with respect to Qj, . The gradients (14)
and (TS) can be computed by applying the matrix differentia-
tion properties and they are reported in Table II.

Let Ag, and ¢, denote the Lagrange multipliers associated
with the sum-power constraint for UL user k; € U} and FD
BS b € B, respectively. For notational convenience, let

Iy, = HG FREF,"He,, X =HER-TH;,  (16a)
7, = ngLb +Goh, + GUE + GDL + A, 1, (16b)

2 _ QUL DL ~UL ~DL
X = G b G Gjb,E + Gjb,E + L. (16¢)

We remark that the effect of the LDR noise is captured in
the gradients. By considering the minorized WSR constructed
with the gradients (14)-(15), ignoring the constant terms
and the unit-modulus and quantization constraints (12d), and
augmenting it with the constraints leads to the Lagrangian

L =Z[ Z (Wi, In det(X1+ UJL £, Uy,) — Tr(UfL £2 Uy,
beB kpeUy
+ Ak, Pi,) + . (wy,In det(I+ VEW, 2L W,V 5,)
Jjr€Dp

— Tr(VEW, 22 W, V) +yips)].
(17)



TABLE II: Gradients expressions to construct the minorized WSR cost function.

top | Zmpetn, won, (M, By (R — Ry + Bpdiag (R = Ry, ))F, Hop, + ki, diag (Hiy Fiy (RE, — Ry )Fp Ty, )]
’ mp#kp,
G%% de%Wmuﬂmﬂ i—Rﬂ+@ﬂmyR,—RlnHmhiwwm@thﬁR‘—Rlﬂ%b@ﬂ
Gll5 | Zees Diecue wie M FeRe] - R [+ feding (R - R [))FeMHe ik, + ki, diag(HTT Fe (Re] - R DFHe g, )]
b C C C - C
GZ,LE ZC;E Y jeeDe Wie [Hg"kb (IL;I — R}CI +Bj. diag(R;—_l _ R/_'Cl DHe i, + kk,,diag(Hgkb (R;_-l _ R;_'Cl YHe k)]
> C N c c - c N
| Zkpen, wig, HE] be(Ri; - Ry, +Bpdiag(R — Ry ))FTHy p + ki, diag (BT, F)y (R — Ry )F)7TH, )]
G, Zipen, Wi, [Hy, (R-' - R, "+ By, diag (R, " — R ) H; | + kediag (H) (R ' — R; DHy, )|
b7Jb
G5 | Tees Trceu Wie [HC,,,FC(Ri1 — R+ Bediag(RE! — Ry D)FMHe p, + ki diag (B Fe (RET - Rp DFMHe )]
> c c c -
DL R ] H -T_Rp-I il -T_p-1 ) - H 1
Gjb,ﬁ Ziif YjceDe Wie [Hjc,b (Rfc R +,8kd1ag(R76 R:))Hj b+ kbdl‘lg(HjC,b(ch )HJc b]

Remark 1: The tangent expressions constitute a touching
lower bound, and the original WSR and its minorized version
have the same Karush—Kuhn-Tucker (KKT) conditions. Hence
any (sub) optimal solution for minorized WSR is also (sub)
optimal for the original WSR

IV. CENTRALIZED HYBRID BEAMFORMING

This section presents a novel C-HYBF design based on
alternating optimization to solve the WSR maximization prob-
lem to a local optimum. Hereafter, while optimizing one
variable, we assume the remaining ones to be fixed and their
information to be summarized in the gradients, which are
updated at each iteration.

A. Digital Beamforming

To optimize the digital beamformers Uy, and V;, we take
the derivatives of (17), which leads to the KKT conditions
2, Uk, T+ U B} Up, ) ™! -

2z, Uk, =0, (18a)

W, EL WV, (VI W, P2 W, v, )7

(18b)
- W;,Hzﬁbwbv =0,
Theorem 1. The optimal digital beamformers Uy, and V,
for (17), given the remaining variables fixed, can be computed
as the GDE solution of the pair of the following matrices

Uy, =Dy, (5. %7,), (192)
Vj, =Dy, (W72} Wy, W72 W), (19b)

where the matrix Dg,, (Dg,, ) selects dy,(dk,) GDE:s.
Proof. The proof is provided in Appendix A. O

It is imperative to acknowledge that GDEs furnish optimized
beamforming directions while leaving the power aspect unad-
dressed. In our approach, we propose the scaling of beam-
formers to possess unit-norm columns, thereby facilitating
the inclusion of optimal power allocation. It is important to
highlight that this scaling operation does not compromise the
optimality of the beamforming directions.

B. Analog Beamforming

Consider first the optimization of unconstrained analog
beamformer W,,Vb € $B, without (12d), for which the
optimization problem can be written as

D [wjyIn det(T+ VE W, L] W, V)

Jb€Dp

n‘}vax
v (20)

- Tr(VEW,7EE W, V)]
By taking its derivative we get to the following KKT condition

1 H Hyy Hyl -1
(], WLV, VE A+ V, VEW, P2 W)
jbeD 21

2 H
- E/bWbV]bV/b) = 0
Theorem 2. The optimal vectorized unconstrained analog
beamformer Wy, for (20) can be optimized as one GDE
solution of the pair of the sum of following matrices

vec(Wp,) =D ( Z (V;, VA @+ v, VEW, HEl wy)=hT

Jb€Dp
oLl > (V;,VIHT & (%)),
Jb€Dp
(22)
Proof. The proof is provided in Appendix B O

The result stated in Theorem 2 provides the opti-
mized vectorized unconstrained analog beamformer. Operation
unvec(vec(Wp)) is required to reshape it into the correct
dimensions. To projects its elements on the set $p, we do
W, = Qp(LWy(m,n)) € Pp,¥m,n. Note that such operation
results in optimality loss, which depends on the resolution of
the phase shifts, and will be evaluated in Section VI.

C. Analog Combining

The optimization process for the analog combiner, denoted
as Fp, is comparatively straightforward when compared to the
optimization of the analog beamformer. It is noteworthy that
the analog combiners do not appear in the trace operators of
equation (17). Instead, they are solely present in )21 ,‘v’kb
within cell » € B. This absence is due to the fact that the
analog combiners do not generate any interference towards
other links. Consequently, in order to optimize F;, we can
directly focus on the original problem instead of minorized
WSR with respect to Fj,.



The primary objective of the analog combiner is to effec-
tively combine the received covariance matrices at the antenna
level in order to maximize the WSR. Within this context, let
(R“ ) and R“ represent the (signal plus) interference and
noise covarlance matrices received at the antennas of the FD
BS b € B, which are to be combined with F;,. By leveraging
sz and R%b, the matrices Ry, and Ry, can be derived as
Rk, = FbHRZbe and Ry, = F,7Rk,“F),. To optimize
the unconstrained F,, the logarithm function’s properties can
be effectively employed, which allows stating the following
optimization problem

max Z Wi, [In det(F,”R¢ F,) —In det(FbHR%be)].

Fb kb E'L{b
(23)

By solving the purely concave optimization problem (23), we
obtain the optimal analog combiner as follows.

FbZDleF( Z kaRZb, Z kaR%b),

kpeUy kpeUp

(24)

where the matrix DNRF selects GDEs equal to the number
of receive RF chains NRF at the FD BS b € B. In order to
satisfy the constraints for (24), we normalize the amplitudes of
F}, using the /- operation, and then subject it to quantization
through the function Qp (£Fj(m,n)) € Pp. It should be noted
that this quantization process introduces a loss in optimality,
which is contingent upon the resolution of the phase shift and
will be assessed in Section VI.

D. Optimal Power Allocation

Let Py, and P;, denote the diagonal stream power matrices
for the UL user kp € U, and DL user j, € Dy, respectively,
to be included in the beamformers Uy, and Vy, , respectively.
Given the normalized digital beamformers, the optimal power
allocation problems can be formally stated as

1 2
max  w,In det(T+ U2 U, Pr,) = Tr(UY £ UL, Py,),

k
’ (25a)
max  wj,In det(I+V W,"£} W,V P,)
Pj, (25b)
- Te(VEEW,PE2 W,V P).

It is important to remember that when we multiply the
unit-norm beamformers with the corresponding powers, it
is equivalent to using non-normalized digital beamformers
that incorporate the optimal power allocation. Hence, the
optimality of (19a)-(19b) remains intact. Solving (25a)-(25b)
leads to the following optimal power allocation

P, =(wi, (U, 2, Uk, ) "' =(Ui 5, Ug, ) ™D, (262)
P =(wj, (VEW,PZ2 WV, )~ (VEW, AL W v, ) 7h*,
(26b)

where (X)* = max{0,X}. Given the optimal stream powers,
we can search for the Lagrange multipliers satisfying the total
sum-power constraint. Let PPL and PUL denote the collection
of powers in DL and UL, respectively, and let A and ¥ denote
the collection of multipliers for A, and iy, respectively.
Given (26), consider the dependence of the Lagrangian only

on the multipliers and powers as £(A, ¥, PPL, PUL), obtained
by including the power matrices Py, and P;, in (17).

The multipliers in A and ¥ should be such that the
Lagrangian is finite and the values of multipliers are strictly
positive, i.e.,

min max  L(A,¥,PPL pUL),
\II’A PDL’PUL (27)
s.t. Y, A >0.

The dual function maxpor pur £ is the pointwise supremum
of a family of functions of ¥, A, it is convex [21] and the
globally optimal values for ¥ and A can be found by using any
of the numerous convex-optimization techniques. In this work,
we adopt the Bisection method. Let Ay, , 5, and %, E denote
the upper and lower bounds for searching the multipliers
Yp and Ay, , respectively, and let [0, /lm”] and [0,y 4]
denote their search range. Note also that as the GDE solutlon
is computed given fixed multipliers, doing water-filling for
the powers while searching for the multipliers leads to non
diagonal power matrices. Hence, consider a SVD of the powers
as [L”d D”d R”d] = svd(P;), with P; =Py, or P; = P;,,
and the matrlces Ls vd Ds vd and RS vd denote the left unitary,
diagonal and rlght umtary matrlces obtained from the SVD
of P;. The diagonal structure of the power matrices while
searching for the multipliers can be re-established as P; = D,
with i € YU}, or Dy,

By using the closed-form expressions derived above, the
complete alternating optimization-based C-HYBF procedure
to optimize (17) is formally stated in Algorithm 1.

E. Convergence of C-HYBF

The convergence of Algorithm 1 can be proved by using
the minorization theory [17], alternating or cyclic optimization
[17], Lagrange dual function [21], saddle-point interpretation
[21] and KKT conditions [21]. For the WSR cost function
(12), we construct its minorizer, which is a touching lower
bound for (12), hence we can write

WSR > WSR = WRY'", + WSRZE '+ WRDE, + WSR2™
b>b b
+ WSR2 + WSRZE.

(28)

The minorized WSR, which is concave in Ty, and Qj,,
has the same gradient of the original WSR maximization
problem (12), hence the KKT conditions are not affected.
Reparameterizing Ty, or Q;, in terms of Wy, V;, .V, € Dy,
or Uyg,,Vk, € Up, respectively, augmenting the minorized
WSR cost function with the Lagrange multipliers and power
constraints leads to (32). By incorporating further the power
matrices we get to L(A,¥,PPL PUL) Every alternating
update of the L for the variables Wy, F, Vb € B,V ,Vj, €
Dy, Uy, , Yk, € Up, Py, Pj,, Ak, and yp, leads to a mono-
tonic increase of the WSR, which assures convergence. For
the KKT conditions, at the convergence point, the gradients
of LforV;, W, Uy, or Py, ,P; correspond to the gradients
of the Lagrangian of the original problem (12), and hence the
sub-optimal solution for the minorized WSR matches the sub-
optimal solution of the original problem. For the fixed analog



Algorithm 1 Centralized Hybrid Beamforming

Given: The CSI and rate weights.

Initialize: W, Fy,, ij s Ukb ., Vjb & Vkp.

Set: /lkb =0, /lkb = /l l,bb =0,yp = l//l':mx, Vkp, & Vb
Repeat until convergence

forb=1:B
Compute Wy, with (22), do unvec(Wy,) and get /Wy,
for: jp,=1:Dy
Compute GULI GP Lb, GqL GD L_ from Table II
Jb-b’ b
Optimize Vj, with (19a) and normallze its columns
Next jp

Repeat until convergence
set Yp = (Y + ¥b) /2
for j, =1: Dy

Compute P, with (26), do SVD, set P;, = D3y
Jb

Set Qj,, = WbVJbPJbV]hW
Next jp,
if constraint for y;, is violated
set Y, = Yp
else vy, = Yy,
for: kb =1: Kb

Compute GUL,  GPL GULb GD Lb from Table II.

kp, b’ kp.b® T,
Optimize Uy, with (19b) and normahze its columns
Repeat until convergence
set /lkb = (/lkb + ﬂkb)/Z
Compute Py, with (26), do SVD, set Py, = D;,‘;(Z
Set T, = Uy, Py, UF
if constraint for Ay, is violated
set /lkb = /lkb
else m = Ay,
Next kp,
Next b
Quantize W;, and Fy,, with Q3 (+), Vb

and digital beamformers, £ is concave in powers, hence we
have strong duality for the saddle point, i.e.,

max min L(A,¥,PUL PPL), (29)

PDL’PUL A’\[l
Let X* and x* denote the optimal solution for matrix X or
scalar x at the convergence, respectively. As each iteration
leads to a monotonic increase in the WSR and the power
are updated by satisfying the sum-power constraint, at the
convergence point, the solution of the optimization problem

min  L(Vj, W, F," U, PPEPUEL A W) (30)

satisfies the KKT conditions for the powers in PPX and PV
and the complementary slackness conditions

vy (pp= D Te(W,'V3 P VIIW, ) =0, (31a)
Jb€Dp
A, (pr, = Tr(Up P ULH)) = (31b)

with the individual factors in the products being non-negative.

V. PARALLEL AND DISTRIBUTED IMPLEMENTATION

As previously mentioned in Section I, the implementation
of C-HYBF in a real-time, large-scale mmWave FD network is
not feasible. In order to address these limitations, we introduce
the concept of P&D-HYBF for mmWave, which relies on
cooperative interactions among neighbouring FD BSs. To

establish the P&D-HYBF scheme, we make the following
assumptions:

1) there exists a feedback link among the neighbouring FD
BSs and they cooperate by exchanging information about
the digital beamformers, analog beamformers and analog
combiners via the feedback link;

2) local CSI is accessible by each FD BS;

3) each FD BS has multiple low-cost computational proces-
sors dedicated for UL and DL;

4) computations take place at the FD BSs in each cell in
a synchronous fashion, i.e., iteration n at each BS takes
place when iteration n — 1 is completed by all the BSs.

Note that to satisfy 1), information can be broadcasted as well.
Recall that the MM optimization technique allowed us to write
the Lagrangian of the original WSR problem (12) as

L =Z[ Z (Wi, In det(I+ U £} Uy,) - Tr(UH 52 Uy,)

beB kyeUy

+ Ay Pry) + Z (w,In det(T+ V2 W, 7l W,V )

Jb€Dp
— Tr(VEW,TZE Wi Vj) +yips)].
(32)

Upon analyzing its structure, it is important to note that when
optimizing a single variable, assuming the remaining variables
are fixed, only the gradients present in Zib or 23;, are required.
Therefore, the gradients provide comprehensive information
regarding the remaining interfering links within the network.
From a practical standpoint, the gradients for each link account
for the interference generated towards all other links, thereby
discouraging greedy behavior during the optimization of beam-
forming directions. However, it should be acknowledged that
(32) exhibits coupling among different links, as the covariance
matrices of other users directly influence the gradients, which
vary during the update of each beamformer.

To decouple (32) into local per-link independent optimiza-
tion sub-problems, we assume that each FD BS has some
memory to save information. Hereafter, overline will empha-
size that the variables are only local and saved in the memory
of each FD BS. We introduce the following local variables

—Out

L, = GUL +GPh Ly, = GZ}L’E + GDLb, Vkp € Up,
(33a)

In _ auL pL  7Ou _ AUL , ADL .

L;, _G].b’ +be L;, _Gjh,E+Gjb,E’ Vjip € Dy,
(33b)

to be saved in the memory of each FD BS b € B. The
. ~In +Out . . ..
local variables L, and L~ store information pertaining to
the total interference generated within and outside the cell,
respectively, by the beamformer of the UL user k, € Up.
Similarly, the local variables Ej: and E?bm capture information
about the interference generated within the same cell and in
neighbouring cells, respectively, by the FD BS b € 8 while
serving its DL user j, € Dp. It is important to note that each
FD BS can update the in-cell local variables EZ: and Ej:
by itself, without requiring feedback. To update the out-cell
variables fkobm and E?bm, feedback from neighbouring BSs
regarding their beamformers is necessary for computing (33).



Additionally, to store information regarding the interference-
plus-noise covariance matrices at the RF chains and antenna
level (for the analog combiner), the following local variables
are defined .
R-! _p-l .
R;, = be’ Vb, (34a)

no! -1 R¢ a RY _Ra
REb = REb’ Rkb = Rkb’ Rkb = RE;,’ ka (34b)

For notational compactness, similar to (16), we also define the
following variables

—1 —In —Out
le(b = HkHbeREbeHHkb’ Zib = Lk[; +Lkl, +/1ka7 kaa

1 o (35a)

| _qHRo 2 i o '

Zj, =Hj,R; H;,, Zj, =Lj, + Ly, +pL Vi,
(35b)

which now depends only on the fixed local variables. By
using the local variables, the Lagrangian (32) can be rewritten
in terms of the information saved only in the local variables

as
L= (weIn det(I+ U Z} Uy,) - Te(U 22 Uy,)

beB kpeUy,

+ Ak, Pr,) + > (wy,In det(T+ VEW,HZ) W,V )

Jb€Dp
— Te(VEWLTZE Wi Vj,) +yips)].
(36)

Unlike (32), (36) becomes fully decoupled at the cell level (not
per link). This is because it relies on local variables that remain
fixed for each FD BS and are updated only when feedback
is received from neighbouring BSs. However, it should be
noted that in both UL and DL, the optimization of the analog
combiner Fj, in Z,lc and the analog beamformer W;, for all
b € B remains coupled, as they are shared among the UL
and DL users within the same cell, respectively. Additionally,
the analog beamformer W; also impacts the total transmit
power of each FD BS, presenting a significant challenge in
achieving independent per-link optimization in the DL based
on (36). The management of the coupling constraints and the
P&D optimization for HYBF, starting from (36) Vb € B is
discussed in the following.

A. Per-Link Independent Sub-Problems in UL

In UL transmission, each user is subject to an individual
sum-power constraint, while the analog combiner F, present
in lecy is shared among all UL users within the same cell.
To achieve decoupled optimization on a per-link basis, we
make the assumption that FD BS b € 8B updates F;, only
after updating all digital beamformers Uy, for all k;, € Ub.
With this assumption and fixed local variables, the UL WSR
maximization problem for each BS can be decomposed into
into independent three layers of sub-problems.

At the bottom layer, FD BS b € 8 independently and in
parallel solves sub-problems to update Uy, , Vkp,. At the middle
layer, FD BS b € 8 independently updates the stream power
matrix Py, while searching for the independent multiplier
Ak, , Vkp in parallel. Finally, at the top layer, after solving the
two-layer UL sub-problems, only one update of the shared
analog combiner is required. Figure 2 visually illustrates the

concept of per-link decomposition for UL WSR for FD BS
b € B, comprising three sub-layers, with the sub-problems at
each layer being solved sequentially from bottom to top, given
the local variables have been recently updated based on the
feedback.

Due to the per-link independent decomposition with fixed
local variables, the Lagrangian for the UL user k; € U;, with
independent sum-power constraint pg,, can be written as

Ly, = wi,In det+ U}l 2 Uy,) - Tr(UL 23 Up,,) + Ak, picy,»

(37
in which for the bottom layer the analog combiner F;, in Z}{b
and the powers are fixed. To optimize Uy,, a derivative of
(37) can be taken, which leads to a similar KKT condition as
(18a), with Zl,'(b replaced with Zib, Vi. By following a similar
proof of Appendix A, it can be easily shown that the WSR
maximizing Uy, for (37) can be computed as

Uy, =Dy, (Z;,.73,). (38)

Note that the computation of (38) can be parallelized across the
multi-processor FD BS b € 8B, Vkj, € Up,. This parallelization
is feasible due to the fact that the shared component F;, will
be updated at the top layer, and the information pertaining to
the interference generated towards other links is encapsulated
within the local variables, which are fixed.

In the intermediate layer, the power optimization remains
decoupled due to the individual sum-power constraints of each
UL user and the fixed local variables. In order to determine
the optimal Py, simultaneously Vk;,, we begin by normalizing
the columns of (38) to have unit norm Vk;. The independent
power allocation problem for P&D-HYBF in the UL can be
formally defined as follows:

[wi, In det(I+ U} Z; Uy, Py,) — Tr(UY! Z; Uy, Py,)].

b b
(39)
Solving (39) independently Yk, yields the following parallel
power allocation scheme

max

Py, = (wi, (UFZy Ug,)™' = (UL Z; U, )™)*. (40)
which can be computed while searching for the multiplier
Ak, associated with its independent sum-power constraint in
parallel Vkj. It is worth noting that the power allocation
problem consists of a purely concave component and a linear
component that is simultaneously convex and concave. As
a result, the overall problem is concave, and the solution
provided by (40) yields an optimal power allocation scheme.
The multiplier Ag,,Vkp, must satisfy the condition that (37)
is finite and that Ay, is strictly positive. This multiplier can

be determined by solving the following problem in parallel:
min max Ly, (Ag,, Pk, ),
Y, P (41)
s.t. Ak, =0,

while independently allocating the powers at the middle layer
Ykp. The dual function

max Ly, (g, Pr,),

kp

(42)
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Fig. 2: Decomposition of the UL WSR into three layers of
sub-problems Vb € B.

is convex [21] and can be solved with the Bisection method,
as for the C-HYBF scheme. If Py, becomes non-diagonal, its
diagonal structure can be reestablished as Py, = D”d where

DS‘:d is a diagonal matrix obtained from SVD of the non-
dlagonal Py, .

At the top layer, one update of F}, is required Vb € 8. Note
that simultaneous variation in parallel of the beamformers Uy,
and powers Pg,, Vkj, at the bottom and middle layer vary
the received covariance matrices. ThlS information should be
updated in the local variables Rk and RZ at the antenna
level, which Fj; should combine. As each "D BS b € B
has complete information about the optimized variables at the
middle and bottom layers, it can use it to update first EZ and
RE ,Vkp € Up. As the WSR is fully concave with respect
to the analog combiner Fj, to optimize it we consider the
following optimization problem for the unconstrained case

max

N Z Wi, [In det(F, "R}, Fp) - In det(F, "R, Fp)],
b

kpeUp
(43)
where the local variables ﬁzb and ﬁ%b have been recently
updated by using the information from the middle and bottom
layers. Problem (43) is fully concave and solving it leads to
the following optimal unconstrained analog combiner

—a —=a
Fb = DN{:F( Z kaRkb, Z kaREb).
kpeUp, kpeUp

(44)

To satisfy the unit-modulus and quantization constraints, the
amplitudes of F;, are normalized to have unit-norm and then
quantized as Fp(m,n) = Qp(LFp(m,n)) € Py, for all m and
n. Such operation introduces a loss of optimality, which is
directly influenced by the phase resolution of the phase shifters
and will be examined through simulations.

B. Per-Link Independent Sub-Problems in DL

The decomposition of the DL WSR poses greater chal-
lenges due to the interdependence of the sum-power constraint
among the DL users in set Dy, Vb. Additionally, the analog
beamformer W, is shared among DL users within the same
cell and impacts the overall transmit power. To introduce
per-link independent decomposition in DL, we assume that
each FD BS b € 8B first updates the digital beamformers
for the DL users with unit-norm columns, while keeping
the Lagrange multiplier ¢, and the analog beamformer W,

Search multiplier 1y and
parallel power allocation

Update Analog Beam former W)

"""""""""""""" Update and normalize
Vb,

Link 1, € Dy

Link Dy € Dy

Fig. 3: Decomposition of the DL WSR into three layers of
sub-problems Vb € B.

fixed. Furthermore, the powers are included afterwards, while
searching the common multiplier ¢,. Given this assumption,
the DL WSR problem, for each FD BS b € B, decomposes
into three layers of sub-problems.

At the bottom layer, each FD BS has to optimize the DL
beamformers V;,, Vj,, and normalize its columns to unit-
norm, in parallel. At the middle layer, one update of the analog
beamformer W, is required. Finally, at the top layer, we have
to search for the Lagrange multiplier ¢, satisfying the coupled
sum-power constraint and update the power matrices P;, for
the DL users in parallel Vjj. Fig. 3 shows the decomposition
of the DL WSR into three layers of sub-problems, which must
be solved from the bottom to the top.

We observe that the feasibility of per-link optimization
arises from the exceptional attribute of MM, which permits
power allocation at the highest layer. Alternative methodolo-
gies, like WMMSE, wherein powers and beamformers are
jointly devised, would not facilitate the possibility of P&D-
HYBF.

For FD BS b € B, the Lagrangian for the DL WSR can be
written as

LPE= " (wyIn det(T+ VEW,HZ] W, V)
Jb€Dp
— Tre(VEWLTZE Wi V) + v ps).

Note that in contrast to the UL case (37) which had per-
link Lagrangian Yk, € Uy, (45) exhibits coupling among the
downlink users in Djp. In equation (45), for the lower layer,
when ¥, Wp, and Zj;," are held constant, the optimization of
the digital beamformers with unit-norm columns remains inde-
pendent. Given the local variables Zz.b, Vi, digital beamformer
V;, can be optimized as

Vj, =Da;, (WpZ}, Wy, Wy Z W),

(45)

(46)

The columns of which can be normalized to have a unit norm
in parallel for all j,, thereby enabling the inclusion of optimal
power allocation at the top layer. Upon completing the parallel
update of the digital beamformers V;, Vjj,, the middle layer
necessitates the optimization of the analog combiner W, for
FD BS b € B. In this regard, each FD BS b € B must
independently tackle the following optimization problem at

the middle layer for the unconstrained analog beamformer
r%ax Z (wj,1n det(I+VHW;,HZ1 W;,V,b)
" jreDy (47)

- Tr(VEW, 23 W,V ).



Note that each FD BS has complete information about the
digital beamformers optimized at the bottom layer, which must

be first used to update R* and L , appearing in Z} and 7,
in (47), respectively, Vjp. To optlmlze W, a derlvatlve of (47)
can be taken, and from the KKT condition it can be easily
shown that W, can be optimized as

vec(Wp) =Dy( ) (V;, VI (1+V;, VW, 1z} W,)™)T

Jb€Dp
Z (ij

1 HA\T 2
o7 VI @72 ),
Jb€Dp

Jb?

(48)
The analog combiner W, optimized according to (48) is un-
constrained and vectorized. Therefore, we do unvec(vec(Wp))
to shape it into correct dimensions, normalize the amplitude
with /- and quantize it such that W, = Q(Z/W;) € Py.

For the top layer, the optimal stream power allocation can be
included while searching the multiplier ¢, to satisfy the sum-
power constraint pp. Assuming the multiplier ¢, to be fixed,
which is captured in Z?b, the power optimization problem
Vj, € Dy can be stated as

max  w;,In det(I+ VI W,"Z; W,V P;,)
Py, (49)

- Tr(VEIW,"Z5 WV, P).

In (49), the update of power matrix Pj, ,V;j,, remains
independent and the multiplier ¢, must be updated
based on the sum of the transmit covariance matrices
Te(Z;, Wo" VP, V;, W)), once all the power matrices P,
are updated in parallel Solving (49) in parallel V;j, leads to
the following optimal power allocation scheme

P, = (w), (VIWHZL W,V )~ = (VEWIZE W,V ;)"

(50)

As a final step, the multiplier ¢, can be searched with the

Bisection method similar to (41), and while doing so, the

optimal power allocation for the DL user in the set Dj can
be computed in parallel according to (50).

Adopting a cooperative methodology, each FD base BS
engages in the exchange of information concerning the up-
dated digital beamformers, analog beamformer, and combiner
with neighboring BSs following each synchronized iteration.
This collaborative information sharing enables every FD BS
to gain insight into the generated interference and facilitates
the appropriate adjustment of its beamformers throughout the
independent optimization process. A comprehensive procedure
outlining the execution of the cooperative P&D-HYBF is
presented in Algorithm 2.

Remark 2: Remark that the required information exchange is
minimal as each FD BS only needs to share one analog beam-
former and analog combiner, which have sizes corresponding
to the number of antennas at the BS, along with several small-
sized digital beamformers (sized according to the number
of RF chains for DL or the number of UL user antennas,
which is very small). Additionally, P&D-HYBF relies on local
interfering channels (Assumption 2), which are incorporated
in the local variables, resulting in a significant reduction in
communication overhead compared to C-HYBF. Furthermore,
as computations take place locally at each FD BS, it allows

Algorithm 2 Parallel and Distributed Hybrid Beamforming

Given: The rate weights, CSI and multiple processors in UL and DL Vb.
Initialize: W;,, V;, , Uk,. Yjb € Dp, Vkp € Uy, in each cell.
Repeat until convergence
Vb € B, share Wy,, Fj, and Ukb s ij , Vkp, ¥ jp with the neighbour-
ing FD BSs.
In parallel Vb (ka e Uy, V]b € Dp)
Update L Lk and L “' and Lkob“
and based on the feedbback respectlvely.
Update Rk and R+ 7 in (34) from the memory.
Solve in parallel Vb e B
Parallel DL for FD BS b
Set: 4y, =0, Yy, = Y.
Bottom layer: Compute Vj, ,Vj, in parallel with (46) and
normalize it to umt1 norm CPlumns
Update Ry 7p and L;, ', Vj;, from the memory
Middle layer: Compute W;, with (48), do unvec and get /W),
Top layer: Repeat until convergence
set Y, = (Y + ¥p) /2
In parallel Vj;,
Compute Pj, (50), do SVD, set P;;
Set Q_(-b = WbV_{bP_{ijbWb
if constraint for y;, is violated

! in (35) , from the memory

:DP.

b ib

Sw =yp ,
else ¥, =y,
Parallel UL for FD BS b
. — — max
Set: /lkb =0, /lkb —lkb , Ykp.

Bottom layer: Compute Uy, , Vkp, (38) in parallel
Normalize Uy, , Vkp.

Middle layer: Repeat until convergence in parallel Vk;
set /lkb = (/lkb +/lkb)/2
Compute Py, with (40), do SVD and set Py, = Dpkb
Set T, = Uy, Py, UZ
if constraint for Ay, 1s violated

set /lkb = /lkb

else ’lkb = Akb

Update Rk s Rz , Vkp.

Top layer: Compute Fp, with (44) and get /Fp.

Repeat
Quantize W;, and Fy,, with Q (+), Vb.

faster adaptation of the beamformers to highly dynamically
variable local traffic demands.

C. On the Convergence of P&D-HYBF

The convergence of P&D-HYBF can be shown by following
a similar approach for C-HYBF and therefore we consider
omitting it. However, there are some notable differences in
the information captured by the local variables used in P&D-
HYBF compared to the gradients used in C-HYBF. This results
in different KKT conditions and therefore both algorithms
converge to a different local optimum during the alternating
optimization process, resulting in different achievable WSR
at each iteration. It will be shown later that the difference
between the achievable WSR by C-HYBF and P&D-HYBF at
the convergence is negligible.

D. Computational Complexity Analysis

In this section, we present the per-iteration computational
complexity for the C-HYBF and P&D-HYBF schemes. For
such purpose, an equal number of users in DL and UL in
each cell, i.e., D, = D and U, = U, Yb € B with |B| = B, is
assumed. Moreover, the number of antennas in each cell for
the FD BSs, UL and DL users is also assumed to be the same
in each cell.



Let us consider only the computational complexity of C-
HYBF denoted with Cc, by ignoring its huge communication
overhead to transfer complete CSI every channel coherence
time to the CN and communicating back the optimized vari-
ables, given by

Cc =O(B*UNET’ + B'UDN’, + B*D*N}, + B> DUNS"

+ BMRF> M2 + BNRFN2 + BDd;, MR + BDd, stb
(6D
For P&D-HYBEF, different computational processors have
different computational burdens. Therefore we consider com-
paring its worst-case complexity in each cell, denoted as
C &D and Cg‘éD for DL and UL, respectively. Namely, let
Zpr and Zyj; denote the number of processors dedicated
for DL and UL by each FD BS, respectively. It is necessary
to distinguish two cases: 1) Zpy = D, Zyr = U, and 2)
Zpr, < D, Zyr < U,Vb. The first case considers fully parallel
implementation with the number of processors equals to the
number of users. For such a case, the worst-case complexity in
UL and DL is given for the processors which make one update
of the digital beamformer in UL and the analog combiner, and
one update of the digital beamformer in DL and the analog
beamformer, respectively, in each cell. For the fully parallel
implementation (case 1), the complexity results to be

CRL, = O(BDNY, + BUNEF® + dj, MFF® + MEF* M),
(52a)

CYL, = O(BUNR" + BDN;, +di,Ni, +NFFN;)  (52b)

The second case considers that the number of processors
dedicated is less than the number of users. In such a case, each
processor may have to update K and N digital beamformers
in DL and UL, respectively, before updating the analog part.
In such a case, the worst-case complexity in DL and UL is
given for the processors which update K digital beamformers
and the analog beamformer, and N digital beamformers and
the analog combiner, respectively, in each cell. In such a case,
the worst-case complexity in UL and DL for P&D-HYBF is

CRL, = O(KBDNY, + KBUNR™ + Kd;, ME"* + MEF> M)
(53a)
cYt, = O(NBUNEFT® + NBDN?, + Ndy, N, + NEFN?)
(53b)
It is noteworthy that the worst-case complexity of P&D-
HYBF is significantly lower than that of C-HYBF. It scales
linearly with the network size (B) and density (D and U),
while C-HYBF has a quadratic scaling.

VI. SIMULATION RESULTS

This section presents simulation results to evaluate the
performance of the proposed C-HYBF and P&D-HYBF
schemes. For comparison, we consider the following bench-
mark schemes: 1) A centralized Fully Digital FD scheme with
the LDR noise. 2) A centralized Fully Digital HD scheme with
LDR noise, serving the UL and DL users by separating the
resources in times.

Weighted Sum-Rate [bps/Hz]

Fully Digital FD

C-HYBF-32RF

| | | P&D-HYBF-32RF

5 10 15 20 25
Number of iterations

|
BO‘F

20

Fig. 4:
schemes.

Typical convergence behaviour of the proposed

To compare the performance with a fully digital HD system,
we define the additional gain in terms of percentage for an FD
system over an HD system as

WSRrp — WSRup
WSRup

where WSRrp and WSRpyp are the network WSR for the
FD and HD systems, respectively. We assume the same SNR
level for all the FD BSs, defined as SNR = pb /o-b, with
transmit power p;, and thermal noise variance o- . We assume
that the UL users and FD BSs transmit the same amount of
power, i.e., px, = pb,\v’kb The thermal noise level for DL
users is set as 0'2 = V jb. The total transmit power is
normalized to 1, and we choose the thermal noise variance
to meet the desired SNR. We simulate a multicell network
of B = 2 cells, with each FD BS serving one DL and one
UL user. P&D-HYBF is evaluated on a computer consisting
of 4 computational processors, equal to the number of users
in the network, i.e., fully parallel implementation, by using
the parfor function in MATLAB. The FD BSs are assumed
to have M; = 100 transmit and N, = 60 receive antennas,
and the number of RF chains in transmission and reception is
chosen as MFF= NRF = 32,16,10 or 8. The phase shifters
are assumed to be quantized with a uniform quantizer Qp(+)
of 10 or 4 bits. The DL and UL users are assumed to have
Nj, = Ni, = 5 antennas and are served with d;, = di, = 2
data streams. The number of paths for each device is chosen to
be Np =3, and the AOA 9” and AOD ¢ are assumed to be
unlformly distributed in the Interval U ~ [ —-30°,30°], Vjp, kp.
We assume uniform-linear arrays (ULAs) for the FD BSs and
users. For the FD BSs, the transmit and the receive array are
assumed to be separated with distance D; = 20 cm with a
relative angle ®p = 90° and ry, , in (7) is set given Dj and
®;. The Rician factor is chosen to be «; = 1 and the rate
weights are set to be wy, = wj, = 1. Digital beamformers
are initialized as the dominant eigenvectors of the channel
covariance matrices of each user. The analog beamformers and
combiners are initialized as the dominant eigenvectors of the
sum of the channel covariance matrices across all the DL and
UL users, respectively. Results reported herein are averaged
over 100 channel realizations.

Figure 4 showcases the convergence characteristics of the
proposed schemes in comparison to the fully digital FD sys-
tem. It is apparent that the proposed schemes achieve varying
rates of improvement in WSR at each iteration and converge

Gain = x 100{ %], (54)
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Fig. 5: Execution time for the C-HYBF and the P&D HYBF Fig. 6: Average WSR as a function of the LDR noise with

schemes with 32-RF chains.

towards distinct local optima. However, the discrepancy in the
attained WSR at convergence is negligible. Notably, P&D-
HYBF demonstrates rapid convergence within a few iterations,
thereby requiring minimal communication overhead for shar-
ing updated variable information.

Figure 5 illustrates the execution time of C-HYBF and
P&D-HYBF, considering the utilization of 32 RF chains. C-
HYBF requires substantial computational time as it iteratively
updates variables through alternating optimization, one after
another. The transfer of complete CSI to the CN and the
communication of optimized variables to all cells further
contribute to a significant time overhead, which is disregarded
in the simulations. On the other hand, P&D-HYBF allows
for parallel computation of local variables at each FD BS,
where each BS optimizes its local beamformers solely for
its associated users using multiple low-cost processors. The
results demonstrate that P&D-HYBF requires approximately
1/21 and 1/2.3 less time in the UL and DL, respectively,
compared to the average execution time of C-HYBF.

The complexity of P&D-HYBF in the DL is dominated by
the computation of a single large GDE to update the vectorized
analog beamformer, with a complexity of O(MRF 2Mi). In
the UL, the complexity primarily stems from the computation
of the analog combiner, which scales as O(N{fF Nl%). It is
important to note that the execution time for solving one sub-
problem for the bottom layers in the UL and DL is negligible
compared to the average execution time of C-HYBF. Based
on the aforementioned complexity analysis, we anticipate that
the execution time of C-HYBF will grow quadratically with
the number of users or cells which is infeasible for a large
real-time FD network.

Fig. 6 shows the average WSR achieved with both schemes
as a function of the LDR noise with 32 or 16 RF chains and
10 or 4 bits phase-resolution. It is visible that the P&D-HYBF
performs very close to the C-HYBF scheme with the same
number of RF chains and phase resolution. Fully digital FD
achieves ~ 83% of additional gain than the fully digital HD for
any LDR noise level. For a low LDR noise level k;, < —80 dB,
C-HYBF and P&D-HYBF with 32 RF chains achieve ~ 74, 55
and ~ 71,54% additional gain and with 16 RF chains they
achieve ~ 67%,48% and ~ 64%,47% additional gain with
10, 4 bits phase-resolution, respectively. We can also see that
when the LDR noise variance increases, the achievable WSR

SNR= 20 dB and a large number of RF chains.
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Fig. 7: Average WSR as a function of the LDR noise with
SNR= 20 dB and a small number of RF chains.

for both the FD and HD systems decreases considerably. Fig.
7 shows the average WSR as a function of the LDR noise with
only 12 or 10 RF chains and with 10 or 4 bits phase-resolution.
For LDR noise k;, < 80 dB, C-HYBF and P&D-HYBF with
12 RF chains achieve ~ 60,43% and ~ 57,43% additional
gain and with 10 RF chains they achieve additional gain of
~ 58,38% and ~ 53,37% with 10,4 bit phase-resolution,
respectively.

Fig. 8 shows the average WSR as a function of the SNR
with 32 and 16 RF chains and with 10 or 4 bit phase-resolution
affected with LDR noise k;, = —80 dB, in comparison with
the benchmark schemes. We can see that a fully digital FD
system achieves ~ 94% and ~ 82% additional gain at low
and high SNR, respectively. With 32 RF chains and 10 bit
phase-resolution, the C-HYBF scheme achieves ~ 79% gain
at all the SNR levels and the P&D-HYBF achieves ~ 77%
and ~ 68% gain at low and high SNR, respectively. As the
phase resolution decreases to 4-bits, we can see that the loss
in WSR compared to the 10-bit phase-resolution case is much
more evident at high SNR. Still, with 16 RF chains and 10 or
4 bit phase-resolution, both schemes significantly outperform
the fully digital HD scheme for any SNR level.

Fig. 9 shows the average WSR as a function of the SNR
with the same LDR noise level as in Fig. 8, i.e., k5, = —80 dB,
but with 10 or 12 RF chains and 10 or 4 bit phase-resolution.
The achieved average WSR presents a similar behaviour as
in the case of a high number of RF chains, and it is visible
that the proposed schemes significantly outperform the fully
digital HD system also with a very low number of RF chains
and phase-resolution. Moreover, P&D-HYBF achieves similar
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Kk, = —40 dB and a large number of RF chains.

performance as the C-HYBF scheme regardless of the phase
resolution and number of RF chains.

Figure 10 exhibits the average achieved WSR as a function
of the SNR in the presence of LDR noise k;, = —40 dB. It
is evident that when the LDR noise dominates, reducing the
variance of thermal noise has a negligible impact on the effec-
tive signal-to-LDR-plus-thermal-noise ratio. Consequently, the
dominance of LDR noise variance acts as a threshold, limiting
the effective SLNR and thereby restricting the achievable
WSR, which tends to saturate at SNR= 10 dB. Notably,
even with a high level of LDR noise, both the C-HYBF
and P&D-HYBF achieve similar performance gains. It can be
also observed that both schemes achieve higher WSR when
utilizing 16 RF chains and 10-bit phase resolution compared
to the case of 32 RF chains and 4-bit phase resolution. Figure
11 illustrates the average WSR as a function of the SNR,
considering only 10 or 12 RF chains and 10 or 4-bit phase
resolution.

The aforementioned findings serve as compelling evidence
for the superior performance of both proposed schemes com-
pared to the fully digital HD system. Furthermore, an im-
portant conclusion can be drawn, namely that P&D-HYBF
exhibits comparable performance to C-HYBF without any
degradation while offering numerous advantages in terms
of scalability, computational complexity, deployability and
communication overhead. As a result, P&D-HYBF emerges
as a prominent solution for future large-scale mmWave FD
networks.

noise ki, = —40 dB and a small number of RF chains.

VII. CONCLUSION

This article presented two HYBF schemes for WSR maxi-
mization in multicell mmWave mMIMO FD systems. Firstly,
a C-HYBF scheme based on alternating optimization is pre-
sented. However, C-HYBF requires massive communication
overhead to exchange information between the FD network
and the CN. Moreover, very high computational power is
required to optimize numerous variables jointly. To overcome
these drawbacks, a very low-complexity P&D-HYBF design
is proposed, which enables each FD BS to solve its local
per-link independent sub-problems simultaneously on differ-
ent computational processors, which drastically reduces the
communication overhead. Its complexity scales only linearly
as a function of the network size, making it highly scalable
and enabling the deployment of low-cost computational pro-
cessors at each BS. Simulation results show that the proposed
HYBF designs achieve similar average WSR and significantly
outperform the centralized fully digital HD systems with only
a few RF chains.

APPENDIX A
PROOF OF THEOREM 1

We firstly proceed with the proof by considering the mi-
norized WSR for the digital beamformer V ;, , and the proof for
the digital beamformer Uy, follows similarly. For the digital
beamformer V,, when the remaining variables are fixed, the
following optimization problem can be considered



max  [wj,In det(I+ VIW,AEL W,V ,)
I (55)
- Tr(VEE W52 W, V)],

To prove the result stated in Theorem 1, (57) must be
simplified such that the Hadamard’s inequality applies as
in Proposition 1 [22] or Theorem 1 [23]. The Cholesky
decomposition of the matrix (W, E?b W,,) can be written as
L thJZ where L, is the lower triangular Cholesky factor. We

can define \7;; = LZ V., which allows to write (57) as

Jb

Jb " (56)
—Tr(ij ij)].

max [, In det(+Vj, L7 W, P2} W, LAV,

Let Aj; A ijjf.f) be the eigen decomposition of
L;'W, 7! WL H, where A, and A, are tgi:lflitary and
diagonal power matrices. Let D;, = AZ V., V;Aj,, and
the problem (56) can be restated as

max
Jb

[ijln det(I+ Dijjb) - TI‘(Djb)]. (57)

By using Hadamard’s inequality [Page 233 [24]], it can be
easily shown that the optimal D ;, must be diagonal. Let V;, =

1
L-7A;, D and we can write
Jb Jp

1
W, 2L W, =L, LA, D? Aj, = W, 23 W,V A,

(58)
which shows that the WSR maximizing beamformer is made
of the GDEs solution. A similar proof can be followed also
to prove that the optimal digital beamformer U, can be
optimized as the GDEs solution.

APPENDIX B
PROOF OF THEOREM 2

To optimize the analog beamformer W, given the remaining
variables to be fixed, we consider the following optimization
problem

max

na Z [wj,In det(T+ VI W, 75! W,V )

Jb€Dp

- Tr(VEW,TEE W, V)]

(59)

To prove the result for the analog beamformer, note that a
similar reasoning as for the digital beamformer in Appendix
A does not apply directly. This is due to the fact that the
KKT condition for the analog beamformer (21) have the
form A;WpA, = B{W,B; and thus not resolvable for
W,,. To solve it for the analog beamformer W,, we can
apply the identity vec(AX B) = BT ® Avec(X) [25], which
allows to rewrite (59) as a function of the vectorized analog
beamformers W, leading to a resolvable KKT condition
for vec(Wp). A similar proof from Appendix A, as done
in Theorem 3 [12], can be applied to the vectorized analog
beamformer W, and show that the optimal vectorized analog
beamformer is a GDE of the sum of the matrices in (22).
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