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ABSTRACT
Binarized Neural Networks (BNN) provide efficient implementa-
tions of Convolutional Neural Networks (CNN). This makes them
particularly suitable to perform fast and memory-light inference of
neural networks running on resource-constrained devices. Moti-
vated by the growing interest in CNN-based biometric recognition
on potentially insecure devices, or as part of strong multi-factor
authentication for sensitive applications, the protection of BNN
inference on edge devices is rendered imperative. We propose a
new method to perform secure inference of BNN relying on secure
multiparty computation. While preceding papers offered security
in a semi-honest setting for BNN or malicious security for standard
CNN, our work yields security with abort against one malicious
adversary for BNN by leveraging on Replicated Secret Sharing (RSS)
for an honest majority with three computing parties. Experimen-
tally, we implement Banners on top of MP-SPDZ and compare it
with prior work over binarized models trained for MNIST and CI-
FAR10 image classification datasets. Our results attest the efficiency
of Banners as a privacy-preserving inference technique.

CCS CONCEPTS
• Security and privacy → Privacy-preserving protocols.
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1 INTRODUCTION
Machine Learning has become an essential tool for private and pub-
lic sector alike, by virtue of the prediction capabilities of forecasting
models or insights gained from recommender systems. Requiring
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orders of magnitude more data than classical Machine Learning,
the recent progress in Deep Learning has attained models with near
human capabilities to solve complex tasks like image classification
[49], object detection [42] or natural language processing [10], also
reaching unheard-of generation capabilities for text [10], audio [40]
and image generation[56].

Making use of the deep learning toolbox comes at a non negligi-
ble cost: one needs to acquire very large amounts of structured data,
considerable computational power and vast technical expertise to
define and train the models. Subsequently, the expensively trained
deep learning models can be used to perform inference on data
not present during training. Naturally, risk arises when training or
inference computation tasks are outsourced, following the trends
of Cloud Computing (where the model is sent to the cloud) or Edge
Computing (where the trained model is pushed to edge devices
such as mobile phones or cars). In a standard setup, carrying out
these processes on an outsourced enclave forces users to keep the
model in plaintext to carry out mathematical operations, leading to
potential model theft and exposing all intermediate computations
as well as the input data and the inference result.

Moreover, there are sectors where this risk is unacceptable or
even illegal due to the limitations on sharing data (GDPR in Europe,
HIPAA for medical data in US). Biometric Identification must rely
on secure hardware or trusted parties to hold the personal data
vital for their recognition models, and all the biometric data ma-
nipulation must follow strict security rules. Hospitals and health
specialists are deprived of the advantages of training and using
models with all the available data from patients, which is proven to
be very effective to tackle genome-wide association studies: associ-
ating certain genes to illnesses such as cancer for early detection
and further understanding [37]. Banks, finance institutions and gov-
ernments are limited to the locally available data to prevent fraud
and prosecute tax evasion. Child Exploitative Imagery detection
models [51] need training data that is in itself illegal to possess.

In the specific field of Biometrics there is a growing interest on
using face & fingerprint recognition on potentially insecure devices
[22], with applications that range from secure banking access to
government services such as border control, or in general as part
of strong multi-factor authentication. Addressing the protection
of the underlying biometric identification algorithms on resource-
constrained devices is thus rendered imperative for industry leaders
in biometric solutions [31]. Since biometric algorithms are nowa-
days based on modern Convolutional Neural Networks (CNN), this
work focuses on securing the inference of these networks. Further-
more, CNN can be binarized (constrain weights and intermediate
operations to 0 and 1) in order to greatly reduce the model size and
memory usage, making the resulting Binarized Neural Networks
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Figure 1: BNN architecture for image classification. This corresponds to the BM3 architecture for MNIST dataset in section 5.

(BNN)[29] suitable to execute in edge devices such asmobile phones.
Banners serves as the first step in this direction, implementing
secure BNN execution in a stronger security model.

Under the field of advanced cryptography, several privacy pre-
serving technologies aim to deal with these issues. Differential Pri-
vacy [2] provides privacy to individual elements of the training data
set while keeping statistically significant features of the data set to
train deep learning models, at a cost in terms of accuracy and almost
no extra computation. Fully Homomorphic Encryption (FHE)[24] is
a costly public-key encryption scheme that supports certain opera-
tions between ciphertexts (typically addition and multiplication),
yielding the results of these operations when decrypting. Secure
Multiparty Computation (MPC) covers a series of techniques (gar-
bled circuits[55], secret sharing[46], or the more recent replicated
secret sharing[5] and functional secret sharing[9]) that split com-
putation of a given function across multiple distinct parties, so
that each individual party remains ignorant of the global compu-
tation, and collaborate to jointly compute the result. Functional
Encryption [7] is a computationally-expensive public-key encryp-
tion scheme that supports evaluation of arbitrary functions when
decrypting the ciphertexts, where the decryption key holds the
information about the function to be computed, and the original
data can only be retrieved with the original encryption key. MPC is,
at the time of this writing, among the most efficient technologies
providing secure outsourced computation. This work uses MPC
to carry out secure inference of Neural Networks. Going beyond
the Honest-But-Curious adversary model present in many of the
MPC-based secure NN inference schemes, this work uses a threat
model whereby honest parties can detect a malicious adversary and
abort, ensuring a correct computation otherwise.

Our contribution. Leaning on replicated secret sharing (RSS),
Banners proposes a new method to perform secure inference of Bi-
narized Neural Networks, guaranteeing security with abort against
one malicious adversary in a 3-party setting. Throughout the pa-
per, this secure method is described mathematically, proven secure,
implemented and compared with existing techniques. The paper is
outlined as follows. Section 2 covers the preliminaries, from BNN
to MPC and RSS, including the security model. Section 3 builds
upon those preliminaries to discuss related previous work, cover-
ing state of the art on securing CNN inference. Section 4 presents

our detailed solution, covering each and every protocol we need.
Section 5 describes our implementation and experiments, closing
up with conclusions and future work on section 6.

2 PRELIMINARIES
2.1 Binarized Neural Networks
BNN [29] are a subtype of Neural Networks whose weights and
activations are constrained to two values {−1, 1} (mapped into
binary values 0, 1), taking up one bit per value while sacrificing
accuracy with respect to their full precision counterparts. Thanks
to this limitation, up to 64 bits can be packed together in a 64-bit
register, providing high parallelization on the operations in a Single
Instruction Multiple Data (SIMD) fashion. This packing technique
is named Bit Slicing [5][11], and it yields savings of up to 64 times
in memory and space. Indeed, this makes BNN particularly suitable
for edge devices and resource-constrained scenarios.

We will focus our attention on BNNs. Albeit less accurate (but
recently closing the accuracy gap w.r.t. full sized models; see [47] for
an in-depth comparison), they are good candidates for deep learning
implementations on FPGAs andASICs due to their bitwise efficiency.
We implement all the layers of a XNOR-Net[41] architecture.

2.1.1 First linear layer. Linear combination of the inputs 𝑥 with
some weights 𝑤 , there are two types of linear layers: Fully Con-
nected (FC, also known as Dense in popular frameworks) and Con-
volution (Conv). FC corresponds to a matrix multiplication, whilst
Conv can be turned into a matrix multiplication by applying a
Toeplitz transformation on the inputs and weights. This transfor-
mation is more commonly known as im2col & col2im (more info
in section 5.1 of SecureNN[52], and a nice visual explanation in
slide 66 of [19]). In the end, both FC and Conv are computed as a
matrix multiplication, which can be decomposed into Vector Dot
Products (VDP). Figure 2 represents one VDP in the first layer of
our BNN architecture, with 8-bit inputs and 1-bit weights.

There is one peculiarity with the first linear layer of a BNN:
Binarizing the input of the first layer would hurt accuracy much
more than binarizing other layers in the network (see figure 1).
Besides, the number of weights and operations in these layers tend
to be relatively small. Therefore it has become standard to leave
the input of this layer with higher precision (8 bits in our case).
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Figure 2: Diagram of a VDP in the first layer of a BNN

2.1.2 Binary Activation and Batch Normalization. A Binary Activa-
tion (BA) is equivalent to the 𝑆𝑖𝑔𝑛(𝑥) function [29], and is normally
applied after a linear layer. Given that the result of the VDP in
linear layers is a small integer (up to 𝑙𝑜𝑔2 (𝑁 ) for binary VDP and
8∗𝑙𝑜𝑔2 (𝑁 ) for the first layer, for vectors of size𝑁 ), it is easier/faster
to compute than the standard ReLU in CNNs. This functionality is
implemented by extracting the most significant bit (MSB).

A Batch Normalization (BN) operation normalizes all the inputs
by subtracting 𝛽 and dividing by 𝛾 , two trainable parameters. While
the original batch normalization[32] includes subtracting the mean
of the input batch and dividing by its standard deviation, the bi-
narized version can be implemented by relying solely on 𝛽 and 𝛾
[41][43]. Binary BN is most frequently located right before a BA.
Together, a BN followed by a BA is equivalent to 𝑠𝑖𝑔𝑛(𝑥 − 𝛽/𝛾),
instantiated as a comparison.
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Figure 3: Diagram of a binary VDP

2.1.3 Binary linear layer. Except for the first layer, all the linear
layers in a BNN have binary inputs and binary weights. Likewise,
FC and Conv are turned into matrix multiplication and decomposed
into a series of binary VDP. Following [41], and nicely displayed in
figure 2 of XONN[43], binary VPD is equivalent to XNOR (substitute
of binary multiplication) and 2 ∗ 𝑁 − 𝑝𝑜𝑝𝑐𝑜𝑢𝑛𝑡 (𝑥) (analogous to
cumulative addition). Thus effectively transforming𝑚𝑢𝑙𝑡&𝑎𝑑𝑑 →
𝑋𝑁𝑂𝑅&𝑝𝑜𝑝𝑐𝑜𝑢𝑛𝑡 . Figure 3 displays the structure of an individual
binary VDP.

2.1.4 Maxpool layer. A maxpool layer over binary inputs is ho-
mologous to the OR operation, as shown in figure 4.

2.2 Secure Multi-Party Computation
MPC allows several mutually distrusting parties to carry out to-
gether computations on some private input, so that an adversary
controlling a fraction of those parties cannot learn any information
beyond what is already known and permissible by the computation.
In our setup, we consider a BNN model owner, an input data owner
and multiple parties/servers performing the secure computation.
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Figure 4: Equivalence between Binary max and boolean OR
for a Maxpool layer

There are two main approaches to MPC. In Garbled Circuits(GC)
a computing party named the garbler encrypts a Boolean circuit
in the form of truth tables using keys from each of the parties and
randomly permutes the rows. Later on, the evaluator collaborates
to sequentially decrypt single rows of the logic gates’ truth tables
while the garbler remains oblivious to the information exchanged
between them by using a primitive named Oblivious Transfer. The
second approach, named Secret Sharing(SS), splits each individual
data element into 𝑁 shares sending one share per party, so that less
than 𝑘 shares reveals nothing of the input and 𝑘 or more shares
reconstruct the original secret without error. This approach offers
cheap addition operations on local shares and communication be-
tween parties to exchange shares without ever revealing more than
𝑘 − 1 shares to any computing party. A third technique, named
GMW[26], is a binary version of SS first defined alongside other
MPC primitives like Oblivious Transfer.

In the context of Neural Network operations, GC[55] and GMW
are historically more suited for non-linear operations like compar-
isons, threshold-based activation functions and MaxPool, while
standard (arithmetic) SS shines when used for integer addition and
multiplication, which is why several previous works focused on
switching between GC and SS [33][44].

On adversaries. Semi-honest adversary (also known as honest but
curious) defines an adversary that will follow the given computation
instructions while trying to extract as much information as possible
from the process. It requires passive security to overcome, making
sure that data remains private, but without the need to verify the
result of operations. Contrary to it, malicious adversaries (also
known as dishonest) can deviate arbitrarily from the requested
computation, forcing the verification of each operation to ensure
correctness.

On number of parties and majorities. An honest majority com-
prises strictly less than half of the computing parties being cor-
rupted by an adversary, whereas a dishonest majority involves at
least half of the computing parties being potentially corrupted. Gen-
erally speaking, the complexity of MPC intensifies with the number
of parties. Typically the best setup for dishonest majorities is Two
Party Computation (2PC). In contrast, 3PC is particularly beneficial
for an honest majority setting, since each honest party can always
rely on the honesty of at least one other party. By comparing the
results of the other two parties for a given computation, an honest
party in this setting can cheaply detect malicious behavior and
abort the computation[5][21].



On security guarantees As a general rule, stronger security is
coupled with higher complexity (inferred from table 3 of [18]). We
can classify the security guarantees (a gentle introduction found in
[16]) of our protocols into:

• Private computation: parties cannot extract any information
from the computation.

• Security with abort: the computation remains private, and if
the adversary deviates, honest parties detect it and halt the
computation. It does not protect against Denial of Service
(DoS) attacks.

• Security with public verifiability: the computation remains
private, and in case the adversary deviates, honest parties
identify which party cheated and abort.

• Fully secure: the computation is ensured to yield the cor-
rect output. For Semi-honest adversaries, it is equivalent to
private computation.

Overall, the setting for Banners consists of an honest majority
over 3PC, in a threat model where it provides security with abort
against one malicious adversary. The next sections are tailored to
these choices., using notation from table 1.

Table 1: Notation for standard and replicated secret sharing

3-out-of-3 shares (SS) 2-out-of-3 shares (RSS)
Integer ⟨ � ⟩ ⟨⟨ � ⟩⟩
Binary [ � ] J � K

2.3 Secret Sharing, Replicated Secret Sharing
Formally described, Secret Sharing in a 3PC setting consists of
splitting a secret integer 𝑥 ∈ Z𝐾 into randomly selected shares

⟨𝑥⟩ ≡ [⟨𝑥⟩0 , ⟨𝑥⟩1 , ⟨𝑥⟩2] , ⟨𝑥⟩𝑖 ∈ Z𝐾 (1)
so that 𝑥 = ⟨𝑥⟩0 + ⟨𝑥⟩1 + ⟨𝑥⟩2 , and then sending each share ⟨𝑥⟩𝑖
to party 𝑖 ∈ 0, 1, 2. Considering that you need all three shares to
reconstruct 𝑥 , it is also named 3-out-of-3 secret sharing. Against
semi-honest adversaries, parties can locally compute additions and
multiplications with public constants, additions with other shared
secrets, and multiplication with another shared secret at a cost of
one round of communication.

Comparatively, the Replicated Secret Sharing technique (based
on [5], [21]) builds upon SS, joining two SS shares into an RSS share:

⟨⟨𝑥⟩⟩ ≡ [(⟨𝑥⟩0 , ⟨𝑥⟩1), (⟨𝑥⟩1 , ⟨𝑥⟩2), (⟨𝑥⟩2 , ⟨𝑥⟩0)]
≡ [⟨⟨𝑥⟩⟩0, ⟨⟨𝑥⟩⟩1, ⟨⟨𝑥⟩⟩2]

(2)

and sends each RSS share ⟨⟨𝑥⟩⟩𝑖 to party 𝑖 ∈ 0, 1, 2. Given that you
only need two shares to reconstruct 𝑥 , it is also designated 2-out-
of-3 secret sharing. The advantage of RSS over SS is that, for the
same operations described above, the scheme is secure against one
malicious adversary in a 3PC honest majority setting. Instead of
defining ⟨⟨𝑥⟩⟩𝑖 = (⟨𝑥⟩𝑖 , ⟨𝑥⟩𝑖+1) as in [53], it might be convenient to
define ⟨⟨𝑥⟩⟩𝑖 = (⟨𝑥⟩𝑖 , ⟨𝑥⟩𝑖 ± ⟨𝑥⟩𝑖+1) as in the original paper [5].

Below we describe the instantiation of SS and RSS for integers
(𝐾 = 2𝑙 for 𝑙 bits) and bits (𝐾 = 2) that we will use in our solution,
following the notation in table 1.

We denote the next (resp. previous) party to party 𝑖 in the
{𝑃0, 𝑃1, 𝑃2} triplet as 𝑖 + 1 (resp. 𝑖 − 1).

2.3.1 Correlated randomness. Following the techniques of [5], after
a brief setup phase (where common seeds are exchanged) all par-
ties can locally compute, using pseudorandom number generators,
correlated randomness 𝛼𝑖 with the property 𝛼0 + 𝛼1 + 𝛼2 = 0 and
uniformly random in Z𝐾 . This randomness can be used by party
𝑖 to secret share a value 𝑥 without communication by defining
⟨𝑥⟩ = [⟨𝑥⟩𝑖 = 𝑥 + 𝛼𝑖 , ⟨𝑥⟩𝑖+1 = 𝛼𝑖+1, ⟨𝑥⟩𝑖−1 = 𝛼𝑖−1].

2.3.2 Integer sharing. Also known as arithmetic sharing, sharing a
single integer 𝑥 ∈ Z2𝑙 requires first to split 𝑥 into random arithmetic
shares by using randomness ⟨𝑟 ⟩𝑖 uniformly random ∈ Z2𝑙 so that
𝑟 = 0 = ⟨𝑟 ⟩0+⟨𝑟 ⟩1+⟨𝑟 ⟩2. These values are used to conceal x: ⟨𝑥⟩𝑖 =
𝑥 − ⟨𝑟 ⟩𝑖 , and it naturally holds that 𝑥 = ⟨𝑥⟩0 + ⟨𝑥⟩1 + ⟨𝑥⟩2. Note
that the equation ⟨𝑟 ⟩𝑖 = ⟨𝑥⟩𝑖+1 + ⟨𝑥⟩𝑖−1 also holds true. Following
an RSS scheme, each party 𝑖 receives ⟨⟨𝑥⟩⟩𝑖 = (⟨𝑥⟩𝑖 , ⟨𝑥⟩𝑖 + ⟨𝑥⟩𝑖+1) =
[(⟨𝑥⟩𝑖 , ⟨𝑟 ⟩𝑖−1) when sharing an integer secret. Addition of two
integer shared secrets can be computed locally on the parties[5],
and multiplication between two integer shared secrets requires one
round of communication with 2 integers sent per party[5][21].

2.3.3 Binary sharing. Similarly, sharing a single bit 𝑤 ∈ Z2 re-
quires first to split 𝑤 into random bit shares by using some cor-
related randomness [𝑠]𝑖 uniformly random ∈ Z2 so that 𝑠 = 0 =

[𝑠]0 ⊕ [𝑠]1 ⊕ [𝑠]2. These random values are used to conceal w:
[𝑤]𝑖 = 𝑤 ⊕ [𝑠]𝑖 , and it naturally holds that𝑤 = [𝑤]0⊕ [𝑤]1⊕ [𝑤]2.
Note that the equation [𝑠]𝑖 = [𝑤]𝑖+1 ⊕ [𝑤]𝑖−1 also holds true. Fol-
lowing an RSS scheme, each party 𝑖 receives ⟨⟨𝑥⟩⟩𝑖 = (⟨𝑥⟩𝑖 , ⟨𝑥⟩𝑖−1)
when sharing a binary secret. Analogous to integer sharing, XOR of
two binary shared secrets can be computed locally on the parties[5],
whereas AND between two binary shared secrets requires one
round of communication with 2 bits sent per party[5][21].

3 PREVIOUS WORK
There are several publications that serve as foundations for BaN-
NeRS. The original definition of RSS is depicted in [5], with [21]
adapting it to the fully malicious case. ABY3 [39] was one of the first
to use RSS to secure deep neural network inference, with FALCON
[53] being one of the most recent and most efficient approaches.
Banners is inspired by certain protocols and techniques from them.

XONN [43] is the most notorious prior work addressing the
subfield of secure BNN inference with MPC, relying on Garbled Cir-
cuits in a 2PC setting to secure a custom trained XNOR-Net model
[41]. Consequently, we rely on the results of XONN to compare
with the results of our experiments in section 5. SOTERIA [3] gen-
eralizes the Neural Architecture Search of XONN, also addressing
BNN inference with GC constructions. Note that, in both cases, the
security model is that of a semi-honest adversary. In contrast, our
work yields security against one malicious adversary. To the best
of our knowledge, this is the first work tackling maliciously secure
BNN inference.

In the broader field of privacy preserving Neural Network in-
ference, there has been a plethora of works in the recent years.
A good up-to-date summary can be found in Table 1 of FALCON
[53]. FHE was the foundation for the seminal CryptoNets[25] and
subsequent works improved it like [14] and [28], [8] for discretized
networks,[30] covering BN support for FHE and [15] perfecting
programmable bootstrapping. A different line of works focused on



efficient MPC implementations relying on various techniques, such
as Cryptflow[35], Fantastic4[17] and QuantizedNN[18], or hybrids
using both FHE and MPC such as Gazelle[33] or Chameleon [44].

4 OUR CONTRIBUTION
We propose Banners which makes use of RSS to protect each of
the layers described in section 2 for secure BNN inference on a 3PC
(parties 𝑃0, 𝑃1, 𝑃2) honest majority setting. We use binary sharing
and integer/arithmetic sharing as described in [5] [21], similarly to
[39] and [53].

4.1 Input data
The input data consists of a vector 𝑥 = [𝑥0, 𝑥1, 𝑥2, . . . , 𝑥𝑁−1], 𝑥𝑖 ∈
Z2𝑘 of N integers, while the model data consists of multiple vectors
of 1-bit weights𝑤 = [𝑤0,𝑤1,𝑤2, . . . ,𝑤𝑘−1],𝑤 𝑗 ∈ Z2 (being k the
number of neurons at a given layer, k=N for the first layer), that
can also be represented as 𝑦 = [𝑦0, 𝑦1, 𝑦2, . . . , 𝑦𝑘−1], 𝑦 𝑗 ∈ {−1, 1}
by the bijective mapping 𝑦 𝑗 ↔ 𝑤 𝑗 : {−1 ↔ 0, +1 ↔ 1}. We define
𝑣 = [𝑣0, 𝑣1, 𝑣2, . . . , 𝑣𝑘−1], 𝑣 𝑗 ∈ Z2 as the vector of bits used as input
to an arbitrary hidden layer. The model data also includes the BN
parameters 𝛾 and 𝛽 , as well as the entire architecture of the model.
Note that Banners requires the architecture (number of layers, type
and configuration of each layer) to be publicly shared with all the
computing parties. We do not protect against model inversion [20]
or model retrieval attacks[50], as it is orthogonal to our purposes.

The protocol makes use of a secure transfer of shares from the
data holders to the three computing parties/servers relying on
standard secure communication protocols. Input 𝑥 and all the model
parameters are shared with the parties using RSS.

4.1.1 On the size/format of 𝑥 𝑗 and 𝑦 𝑗 . Typically, the input of a
CNN is an image whose values have been normalized (between 0
and 1), thus requiring float point arithmetic with sufficient decimals
to maintain the accuracy of the first layer. However, the original
rectangular image is made of RGB pixels taking integer values
between 0 and 255 (in a 8-bit color map). Knowing this, we remove
the normalization from the data preprocessing, relying on the first
BatchNormalization layer to accomplish such task. The input values
are set to 8-bits, and the shares of the inputs can also be set to 8
bits, minimizing the size of the communication while preserving
security: 𝑥 𝑗 ∈ Z28 . By additionally changing the input domain
from [0, 255] to [−128, 127] we would be centering it on 0 while
keeping the input distribution intact. We can interpret this as a scale
shifting, which is translated implementation-wise into changing
from unsigned integers to signed integers without modifying the
values, all while using a fixed-point representation of signed (2s
complement) integers in 8-bits. This proves useful when operating
with the first layer weights. The first layer weights 𝑦 𝑗 take the
mathematical values −1, +1 in the operation. While in the Binary
layers we would map the 𝑦 𝑗 weights into bit values 𝑤 𝑗 ∈ 0, 1 as
a result of the 𝑚𝑢𝑙𝑡&𝑎𝑑𝑑 → 𝑋𝑁𝑂𝑅&𝑝𝑜𝑝𝑐𝑜𝑢𝑛𝑡 transformation
(see 2.1.3), in the first layer we are interested on keeping their
mathematical representation to operate normally. We format them
as 8-bit signed values, compressing them during communication
into single bits𝑦 𝑗 → 𝑤 𝑗 : −1 → 0, +1 → 1 to reduce 8x the amount
of communication (and reconstructing them upon reception𝑤 𝑗 →
𝑦 𝑗 ). 𝑦 𝑗 is shared among parties using binary RSS on the bits 𝑤 𝑗 .

Thanks to the bijective mapping, we preserve the same security
properties present in binary RSS.

4.2 First layer VDP
To be consistent with previous work, we reuse notation from XONN
[43]. XONN’s linear operation in the first layer is defined as:

𝜌𝑋𝑂𝑁𝑁 = 𝑓 (x,w) =
𝑁∑
𝑗=1

𝑥 𝑗 ∗ (−1)�̄�𝑗 =

𝑁∑
𝑗=1

𝑥 𝑗 ∗ 𝑦 𝑗 (3)

This operation is carried out in Banners with local arithmetic
multiplication further reconstruction of the RSS shares, ending with
the local cumulative addition.

𝑁∑
𝑗=1

⟨⟨𝑥 𝑗 ⟩⟩ ∗ (−1)J𝑤𝑗 K local−−−−→
mult.

𝑁∑
𝑗=1

〈
𝑧 𝑗
〉 1 round−−−−−−→

comm.

𝑁∑
𝑗=1

⟨⟨𝑧 𝑗 ⟩⟩

local−−−−−−−−−→
cumm. add

Σ𝑉𝐷𝑃 (𝜌𝑋𝑂𝑁𝑁 )

(4)

4.2.1 For each individual multiplication. 𝑧 𝑗 = 𝑥 𝑗 ∗ 𝑦 𝑗
𝑧 = 𝑥 ∗ 𝑦 + 0 = (⟨𝑥⟩0 + ⟨𝑥⟩1 + ⟨𝑥⟩2) + (⟨𝑦⟩0 + ⟨𝑦⟩1 + ⟨𝑦⟩2)
= [(⟨𝑥⟩0 + ⟨𝑥⟩1) ∗ ⟨𝑦⟩0 + ⟨𝑥⟩0 ∗ ⟨𝑦⟩1] +
[(⟨𝑥⟩1 + ⟨𝑥⟩2) ∗ ⟨𝑦⟩1 + ⟨𝑥⟩1 ∗ ⟨𝑦⟩2]+
[(⟨𝑥⟩2 + ⟨𝑥⟩0) ∗ ⟨𝑦⟩2 + ⟨𝑥⟩2 ∗ ⟨𝑦⟩0] =

⟨𝑟 ⟩2 ∗ ⟨𝑦⟩0 + ⟨𝑥⟩0 ∗ ⟨𝑦⟩1 ⇒ Locally computed in 𝑃0 as ⟨𝑧⟩0
+ ⟨𝑟 ⟩0 ∗ ⟨𝑦⟩1 + ⟨𝑥⟩1 ∗ ⟨𝑦⟩2 ⇒ Locally computed in 𝑃1 as ⟨𝑧⟩1
+ ⟨𝑟 ⟩1 ∗ ⟨𝑦⟩2 + ⟨𝑥⟩2 ∗ ⟨𝑦⟩0 ⇒ Locally computed in 𝑃2 as ⟨𝑧⟩2

(5)

4.2.2 For the cumulative addition. In order to avoid overflow in
the cumulative addition we need 𝑙𝑜𝑔2𝑁 extra bits. We cast 𝑧 𝑗 from
8-bit to either 16-bit or 32-bit (depending on the size of the VDP)
and perform local addition including common randomness to hide
the result from other parties:

𝜌 =

𝑁∑
𝑗=1

⟨⟨𝑧 𝑗 ⟩⟩ =
𝑁∑
𝑗=1

⟨⟨𝑧 𝑗 ⟩⟩0 +
𝑁∑
𝑗=1

⟨⟨𝑧 𝑗 ⟩⟩1 +
𝑁∑
𝑗=1

⟨⟨𝑧 𝑗 ⟩⟩2 + 𝛼0 + 𝛼1 + 𝛼2 =

𝑁∑
𝑗=1

⟨⟨𝑧 𝑗 ⟩⟩0 + 𝛼0 ⇒ Locally computed in 𝑃0 as ⟨⟨𝜌⟩⟩0

𝑁∑
𝑗=1

⟨⟨𝑧 𝑗 ⟩⟩1 + 𝛼1 ⇒ Locally computed in 𝑃1 as ⟨⟨𝜌⟩⟩1

𝑁∑
𝑗=1

⟨⟨𝑧 𝑗 ⟩⟩2 + 𝛼2 ⇒ Locally computed in 𝑃2 as ⟨⟨𝜌⟩⟩2

(6)
As a result we obtain 2-out-of-3 shares of 𝜌 . We describe the

entire computation in algorithm 1.

4.3 BN + BA as secure comparison
Based on [41], we make use of the transformation of BN + BA into
𝑠𝑖𝑔𝑛(𝑥 − 𝜌 − 𝛽/𝛾), and while the subtraction 𝜌 − 𝛽/𝛾 can be per-
formed locally using shares of ⟨⟨𝛽/𝛾⟩⟩ gotten as part of the input



Algorithm 1 Integer-binary VPD:
Input: 𝑃0, 𝑃1, 𝑃2 hold integer shares ⟨⟨𝑥 𝑗 ⟩⟩ and ⟨⟨𝑦 𝑗 ⟩⟩ in Z2𝑙
Correlated randomness: 𝑃0, 𝑃1, 𝑃2 hold shares of zeroed value

⟨⟨𝛼 𝑗 ⟩⟩.
Output: All parties get integer shares of ⟨⟨Σ𝑉𝐷𝑃 ⟩⟩.
Note:All shares are over Z2𝑙 , with 𝑙 large enough to avoid overflow

(upper bound log2 (𝑁 ) + 8, based on layer size).

1:
〈
𝑧 𝑗
〉
= ⟨⟨𝑥 𝑗 ⟩⟩ ∗ ⟨⟨𝑦 𝑗 ⟩⟩

2: 𝑃𝑖 sends:
〈
𝑧 𝑗
〉
𝑖
→ 𝑃𝑖−1, and

〈
𝑧 𝑗
〉
𝑖+1 → 𝑃𝑖+1 to verify result.

3: if
〈
𝑧 𝑗
〉
𝑖+1 ≠

〈
𝑧 𝑗
〉
𝑖−1 then

4: abort
5: else
6: Reconstruct ⟨⟨𝑧 𝑗 ⟩⟩
7: end if
8: ⟨⟨Σ𝑉𝐷𝑃 ⟩⟩𝑖 =

∑𝑁
𝑗=1⟨⟨𝑧 𝑗 ⟩⟩𝑖 + ⟨⟨𝛼 𝑗 ⟩⟩

9: return Shares of ⟨⟨Σ𝑉𝐷𝑃 ⟩⟩ ∈ Z2𝑙

data, we still need a secure way to perform 𝑞 = 𝑠𝑖𝑔𝑛(𝑛). Following
the𝑚𝑢𝑙𝑡&𝑎𝑑𝑑 → 𝑋𝑁𝑂𝑅&𝑝𝑜𝑝𝑐𝑜𝑢𝑛𝑡 transformation (and its corre-
sponding mapping 𝑦 𝑗 → 𝑤 𝑗 ), the 𝑠𝑖𝑔𝑛(𝑛) function turns into 𝐻 (𝑛),
the Heaviside1 function a.k.a. step function:

𝑞 = 𝐻𝑒𝑎𝑣𝑖𝑠𝑖𝑑𝑒 (𝑛) = 𝐻 (𝑛) =
{
0 if 𝑛 < 0

1 if 𝑛 ≥ 0
(7)

As seen in previous work [52], this is equivalent to extract and
negate the MSB in our fixed-point arithmetic representation. In-
deed this is a step required to compute ReLU in FALCON[53] and
SecureNN[52], which makes our activation function cheaper than
standard ReLU.

Together, they turn into a comparison between input 𝑥 and 𝛽/𝛾 ,
implemented by extracting the MSB (the sign) of 𝑥−𝛽/𝛾 . We rely on
FALCON’s PrivateCompare (Algorithm 1 in [53]), simplifying it fur-
ther by setting 𝑟 = 0, described in algorithm 2. Since this algorithm
requires shares of bits of 𝑥 , we reuse the same constructions used
in FALCON to switch from arithmetic shares ⟨⟨𝑥⟩⟩𝑖 ∈ Z2𝑙 generated
by linear layers to shares of bits of 𝑥 in 𝑍𝑝 , with 𝑝 = 37.

Note that, contrary to FALCON, we can directly benefit from the
binary sharing returned by the private compare algorithm, since it
will serve as input to subsequent binarized layers without requiring
a reconversion to Z2𝑙 .

4.4 Binary VDP
Vectorized XNOR (t = v ⊕ w̄) in a RSS setting is computed locally
based on local XOR ([5] section 2.1) and local negation of 1 out of
the 3 shares. PopCount is translated into cumulative addition by
converting binary shares into arithmetic shares using the protocol
in section 5.4.2 of ABY3 [39](simplified by setting 𝑎 = 1):

𝜌𝑋𝑂𝑁𝑁 = 𝑓 (𝑣,𝑤) =
𝑁∑
𝑗=1

𝑣 𝑗 ∗ (−1)𝑤𝑗

𝑁∑
𝑗=1

𝑣 𝑗 ⊕ (𝑤 𝑗 ) =
𝑁∑
𝑗=1

𝑡 𝑗 (8)

1The Heaviside function is equivalent to the derivative of ReLU 𝑑𝑅𝑒𝐿𝑈 =
𝜕𝑚𝑎𝑥 (0,𝑥 )

𝜕𝑥
.

The only difference is that H(t) is defined for Z only, while dReLU is defined for R

Algorithm 2 Binary BN + BA:
Input: 𝑃0, 𝑃1, 𝑃2 hold binary shares of J𝑥K in Z2.
Correlated randomness: 𝑃0, 𝑃1, 𝑃2 hold shares of a random bit in

two rings J𝛽K2 and J𝛽K𝑝 and shares of a random, secret integer
𝑚 ∈ Z∗𝑝 .

Output: All parties get shares of the bit (𝑥 ≥ 0) ∈ Z2.
Note: Arithmetic shares are over Z𝑝 after conversion.

1: ⟨⟨𝑧⟩⟩ = ⟨⟨𝑥⟩⟩ − ⟨⟨𝛽/𝛾⟩⟩
2: arith2bitdecomp: (from [53]) ⟨⟨𝑧⟩⟩ → shares of bits of 𝑧,

J𝑧𝑖K, 𝑖 ∈ 1, . . . , 𝑙
3: for 𝑖 = {ℓ − 1, ℓ − 2, . . . , 0} do
4: Compute shares of 𝑐 [𝑖] = (−1)𝛽𝑧 [𝑖] + 1 +∑ℓ

𝑘=𝑖+1 𝑧 [𝑘]
5: end for
6: Compute and reveal 𝑑 := J𝑚K𝑝 ·∏ℓ−1

𝑖=0 𝑐 [𝑖] (mod 𝑝)
7: Let 𝛽 ′ = 1 if (𝑑 ≠ 0) and 0 otherwise.
8: return Shares of J𝛽 ′ ⊕ 𝛽K ∈ Z2

With the binary input vector 𝑣 , and the weights vector𝑤 , we im-
plement their VDP using XONN’s𝑚𝑢𝑙𝑡&𝑎𝑑𝑑 → 𝑋𝑁𝑂𝑅&𝑝𝑜𝑝𝑐𝑜𝑢𝑛𝑡
transformation:

𝑁∑
𝑗=1

J𝑣 𝑗 K ⊕ J𝑤 𝑗 K
local−−−−−−−−→

XOR, NOT

𝑁∑
𝑗=1

J𝑡 𝑗 K

2 rounds−−−−−−−→
comm.

𝑁∑
𝑗=1

⟨⟨𝑡 𝑗 ⟩⟩
local−−−−−−−−−→

cumm. add
Σ𝑉𝐷𝑃 (𝜌𝑋𝑂𝑁𝑁 )

(9)

4.4.1 XNOR. Starting with 2-out-of-3 shares of a vector of bits J𝑣K,
and similar shares of binary weights J𝑤K, we use local evaluation
of XOR from [5] to implement XOR, where 𝑟 = [𝑟 ]0 ⊕ [𝑟 ]1 ⊕ [𝑟 ]2
is the correlated randomness of 𝑣 and 𝑠 = [𝑠]0 ⊕ [𝑠]1 ⊕ [𝑠]2 is the
correlated randomness of 𝑤 ; and 𝑟 = 𝑠 = 0. Note that, using the
binary sharing proposed above, party 𝑃𝑖 holds𝑤𝑖 ,𝑤𝑖+1, and thus
holds 𝑠𝑖−1 = 𝑤𝑖 ⊕𝑤𝑖+1; respectively for 𝑣𝑖 , 𝑣𝑖+1 and 𝑟𝑖−1

J𝑡K = J𝑣 ⊕𝑤, 𝑟 ⊕ 𝑠K =
[( [𝑣]0 ⊕ [𝑣]1 ⊕ [𝑣]2) ⊕ ([𝑤]0 ⊕ [𝑤]1 ⊕ ([𝑤]2)),
( [𝑟 ]0 ⊕ [𝑟 ]1 ⊕ [𝑟 ]2) ⊕ ([𝑠]0 ⊕ [𝑠]1 ⊕ ([𝑠]2)] →
[𝑤]0 ⊕ [𝑣]0, [𝑟 ]2 ⊕ [𝑠]2 ⇒ Locally computed in 𝑃0 as J𝑡K0
[𝑤]1 ⊕ [𝑣]1, [𝑟 ]0 ⊕ [𝑠]0 ⇒ Locally computed in 𝑃1 as J𝑡K1
[𝑤]2 ⊕ [𝑣]2, [𝑟 ]1 ⊕ [𝑠]1 ⇒ Locally computed in 𝑃2 as J𝑡K2

(10)

4.4.2 Popcount. The equivalent of cumulative addition for integers,
popcount (or hamming weight) adds all the bits set to 1. To perform
this cumulative addition, standard Garbled Circuits require an entire
tree of ripple carry adders (RCA)[54], as it is the case in XONN[43].
This renders the computation quite expensive, seeing how each RCA
requires at least one AND operation (1 round of communication
each, 𝑙𝑜𝑔2𝑁 rounds in total). Instead, based on section 5.4.2 of ABY3
[39] we convert the binary shares into integer shares at a cost of 2
multiplications and then perform local cumulative addition over
the resulting integer shares, just like in the first layer.



The conversion happens as follows:
𝑁∑
𝑗=1

J𝑡 𝑗 K
2 rounds−−−−−−−→
comm.

𝑁∑
𝑗=1

⟨⟨𝑡 𝑗 ⟩⟩
local−−−−−−−−−→

cumm. add
Σ𝑉𝐷𝑃 (𝜌𝑋𝑂𝑁𝑁 ) (11)

The entire binary linear layer would look like this:

⟨⟨𝑏⟩⟩ =2 ∗ 𝑁 −
𝑁∑
𝑗=1

J𝑣 𝑗 K ⊕ J𝑤 𝑗 K
local−−−−−−−−→

XOR, NOT
2 ∗ 𝑁 −

𝑁∑
𝑗=1

J𝑡 𝑗 K
2 rounds−−−−−−−→
comm.

2 ∗ 𝑁 −
𝑁∑
𝑗=1

⟨⟨𝑡 𝑗 ⟩⟩
local−−−−−−−−−→

cumm. add
2 ∗ 𝑁 − Σ𝑉𝐷𝑃

(12)
The actual output of the binary VDP is 2 ∗ Σ𝑉𝐷𝑃 − 𝑁 , as shown

in figure 2 of XONN[43]. The complete Binary VDP is detailed in
algorithm 3.

Algorithm 3 Binary VDP:
Input: 𝑃0, 𝑃1, 𝑃2 hold binary shares of J𝑥 𝑗 K in a given window

spanning (1 . . . 𝑗 . . . 𝑁 ).
Correlated randomness: 𝑃0, 𝑃1, 𝑃2 hold integer shares of zeroed

values ⟨⟨𝑎 𝑗 ⟩⟩, ⟨⟨𝑏 𝑗 ⟩⟩, ⟨⟨𝑐 𝑗 ⟩⟩, ⟨⟨𝛼 𝑗 ⟩⟩.
Output: All parties get integer shares of 𝑅𝑒𝑠𝑉𝐷𝑃 .
Note: Shares over Z2𝑙 are defined with 𝑙 large enough to avoid

overflow (upper bound log2 (𝑁 ), based on binary layer size).
Arithmetic multiplications in steps 6 and 7 also include the
abort mechanism from algorithm 1.

1: J𝑡 𝑗 K = J𝑣 𝑗 K ⊕ J𝑤 𝑗 K
2: bin2arith J𝑡 𝑗 K → ⟨⟨𝑡 𝑗 ⟩⟩
3: 𝑃0: ⟨⟨𝑡 𝑗 ⟩⟩𝑏0 = J𝑡 𝑗 K0 + ⟨⟨𝑎 𝑗 ⟩⟩
4: 𝑃1: ⟨⟨𝑡 𝑗 ⟩⟩𝑏1 = J𝑡 𝑗 K1 + ⟨⟨𝑏 𝑗 ⟩⟩
5: 𝑃2: ⟨⟨𝑡 𝑗 ⟩⟩𝑏2 = J𝑡 𝑗 K2 + ⟨⟨𝑐 𝑗 ⟩⟩
6: ⟨⟨𝑑 𝑗 ⟩⟩ = ⟨⟨𝑡 𝑗 ⟩⟩𝑏0 + ⟨⟨𝑡 𝑗 ⟩⟩𝑏1 − 2 ∗ ⟨⟨𝑡 𝑗 ⟩⟩𝑏0 ∗ ⟨⟨𝑡 𝑗 ⟩⟩𝑏1
7: ⟨⟨𝑡 𝑗 ⟩⟩ = ⟨⟨𝑡 𝑗 ⟩⟩𝑏2 + ⟨⟨𝑑 𝑗 ⟩⟩ − 2 ∗ ⟨⟨𝑡 𝑗 ⟩⟩𝑏2 ∗ ⟨⟨𝑑 𝑗 ⟩⟩
8: ⟨⟨Σ𝑉𝐷𝑃 ⟩⟩ =

∑𝑁
𝑗=1⟨⟨𝑡 𝑗 ⟩⟩ + ⟨⟨𝛼 𝑗 ⟩⟩

9: ⟨⟨𝑅𝑒𝑠𝑉𝐷𝑃 ⟩⟩ = 2 ∗ 𝑁 − ⟨⟨Σ𝑉𝐷𝑃 ⟩⟩
10: return Shares of ⟨⟨𝑅𝑒𝑠𝑉𝐷𝑃 ⟩⟩ ∈ Z2𝑙

4.5 Max pooling
Max pooling requires computing the OR function over the values in
the sliding window. However, [5] only defines NOT, XOR and AND
as operations in the binary sharing domain. In order to compute OR,
we reformulate OR with the available gates using NAND logic and
decomposing:𝑂𝑅(𝑎, 𝑏) = 𝑁𝑂𝑇 (𝐴𝑁𝐷 (𝑁𝑂𝑇 (𝑎), 𝑁𝑂𝑇 (𝑏))). We can
now formulate the Max operation that composes a Maxpool layer:

𝑚 =𝑚𝑎𝑥window 𝑞 (𝑥) = 𝑥𝑞1 𝑂𝑅 𝑥𝑞2 𝑂𝑅 · · · =

𝑛𝑜𝑡 (𝑛𝑜𝑡 (𝑥𝑞1 ) 𝐴𝑁𝐷 𝑛𝑜𝑡 (𝑥𝑞2 )𝐴𝑁𝐷 . . . ) ≡ 𝑥𝑞1 & 𝑥𝑞2 & . . .

(13)
As such, the Binary Maxpool layer requires as many multipli-

cations as the number of elements in the sliding window, with 4
being a typical value. This implies one communication round per
multiplication. The full layer is described in algorithm 4.

Algorithm 4 MaxPool:
Input: 𝑃0, 𝑃1, 𝑃2 hold binary shares J𝑥 𝑗 K over a window of size

1 . . . 𝑗 . . . 𝑁
Correlated randomness: 𝑃0, 𝑃1, 𝑃2 hold binary shares of zeroed

bits J𝑎 𝑗 K.
Output: All parties get binary shares of J𝑚K𝑚𝑎𝑥𝑝𝑜𝑜𝑙 .
Note: &(𝐴𝑁𝐷) operation is performed following [5], with abort

conditions similar to those in algorithm 1, but applied in Z2.
𝑏 (𝑁𝑂𝑇 ) is performed locally negating the binary shares in 𝑃0.

1: J𝑚K = J𝑥0K
2: for 𝑖 = {2, . . . 𝑗, . . . , 𝑁 } do
3: J𝑚K = J𝑚K & J𝑥 𝑗 K
4: end for
5: J𝑚K = J𝑚K
6: return Shares of J𝑚K ∈ Z2

5 EXPERIMENTS
5.1 Implementation
We implemented Banners on top of MP-SPDZ [34], with our
own data management functions (im2col[19], col2im, padding,
flatten) while relying on existing functionalities in MP-SPDZ to
handle the MPC session and its low level operations. We report the
total communication and the total online processing time, purposely
leaving out offline processing. We used Larq[23], a high level BNN
framework extending Tensorflow[1], to define and train our own
BNN models for image classification over the MNIST and CIFAR10
datasets. We relied on recommendations from [6] to define BNN
architectures, and used the Bop optimizer[27] with notions from
[4] for training. To compare with XONN, we applied early stopping
once the accuracy reported in [43] is reached, with a maximum
deviation of 0.2%. Contrary to secure non-binarized NN inference
(whose floating point operations need to be translated into fixed-
point[52]), the secure BNN inference performs exactly the same
operations as standard BNN, preserving the model accuracy.

5.2 Comparison with XONN
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Figure 5: Comparison in latency for MNIST BNN models



Table 2: BNN architectures trained for comparison with XONN

Arch. Previous Papers #layers Description Dataset
BM1 XONN[43], MiniONN[38] 3 3FC MNIST
BM2 XONN[43], CryptoNets[25], MiniONN[38], Chameleon[44] 3 1 CONV, 2 FC MNIST
BM3 XONN[43], MiniONN[38] 6 2CONV,2MP,2FC MNIST
BC1 XONN[43], Chameleon[44], Gazelle[33] 10 7CONV,2MP,1FC CIFAR10
BC2 XONN[43], Fitnet[45] 13 9CONV,3MP,1FC CIFAR10
BC3 XONN[43], Fitnet[45] 13 9CONV,3MP,1FC CIFAR10
BC4 XONN[43], Fitnet[45] 15 11CONV,3MP,1FC CIFAR10
BC5 XONN[43], Fitnet[45] 21 17CONV,3MP,1FC CIFAR10
BC6 XONN[43], VGG16[48] 19 13CONV,5MP,1FC CIFAR10

As the most significant prior work on secure BNN inference,
we chose to compare Banners with XONN[43] 2. In order to do
so, we trained the BNNs shown in table 2, whose architectures
are directly taken from XONN([43], Appendix A.2). Since XONN
defines a scaling parameter s that increases the number of feature
maps in a given BNN, we trained models for 𝑠 in (1, 1.5, 2, 3, 4) to
compare ourselves with tables 11 and 12 from [43].

All our experiments were ran in a simplified LAN setting (differ-
ent TCP ports) on a single machine Intel(R) Core(TM) i7-7800X CPU
@ 3.50GHz with 12 cores, using 4 cores per party with an enforced
communication delay of 20ms on each link. Standard point-to-point
secure channels are set in place using MP-SPDZ codebase.

Observing the results from figures 5-10 (detailed results in tables
3 for MNIST models and 4 for CIFAR10 models), we discover that,
while the latency is increased in average 18% for the MNIST models
and 27% for the CIFAR models, the communication is 5% (CIFAR10)
to 15% (MNIST) lower. We can safely conclude that Banners trades
some speed in exchange for slightly lower communication and a
more robust security model: while XONN offers security against a
semi-honest adversary, Banners can detect misbehavior and stop
the computation. Furthermore, if the protocol outputs a value, then
parties are inherently sure of the correctness of the output.
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Figure 6: Comparison in communication for MNIST BNNs

2Comparison with other non-binarized works can be inferred from tables 4 and 6 of
XONN[43], as well as table 2 of FALCON [53].

We can bring the analysis further by comparing all the BNN
models in terms of the number of Multiply-Accumulate (MAC) op-
erations. AMAC accounts for an individual VDP operation (element-
wise multiplication with cumulative addition), and given that BN
and BA are applied element-wise to the output of a VDP, the num-
ber of MACs in a model is representative of its complexity3. The
latency is higher for all BNNmodels in our comparison from figures
7 and 11. Furthermore, while the communication increases linearly
with the model complexity, there seems to be a certain inherent
setup latency: note the almost horizontal slope in figure 8 for the
smallest models, affecting both XONN and Banners models. This
setup is rendered negligible when the BNN architectures increase
in size, such as with CIFAR10 models in figure 11.
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Figure 7: Tradeoff MACs - Latency for MNIST BNN

Finally, and crucial for edge devices, since all models are se-
quential, the RAM memory usage can be roughly estimated by the
communication load divided by the number of layers (table 9 of
[53]). By doing so we observe (last column in tables 3 and 4) that
the memory footprint is small enough (tens to hundreds of MB)
for Banners to be applicable for secure edge computing (e.g., a
Raspberri Pi and most modern phones have 1GB+ of RAM).

3Note that the direct relation between MACs and complexity applies to sequential
NN architectures like the ones described in this paper. It does not hold for Recurrent
Neural Networks and other non-sequential NN architectures.



Table 3: Accuracy, communication, and latency comparisons2 for MNIST dataset, Banners VS XONN[43].

Arch. s # param (x103) # MACs (x103) Accuracy (%) Communication (MB) Latency (s) Est. RAM (MB)
Banners XONN Banners XONN Banners XONN

BM1

1 31 30 97.10 2.30 2.57 0.14 0.12 0.77 0.86
1.5 58 57 97.56 3.53 4.09 0.16 0.13 1.18 1.36
2 94 93 97.82 5.13 5.87 0.15 0.13 1.71 1.96
3 190 188 98.10 9.00 10.22 0.17 0.14 3.00 3.41
4 320 316 98.34 13.73 15.62 0.18 0.15 4.58 5.21

BM2

1 74 91 97.25 2.54 2.90 0.12 0.10 0.85 0.97
1.50 153 178 97.93 5.03 5.55 0.14 0.12 1.68 1.85
2 291 326 98.28 9.14 10.09 0.16 0.14 3.05 3.36
3 652 705 98.56 18.87 21.90 0.21 0.18 6.29 7.30
4 1160 1230 98.64 33.42 38.30 0.27 0.23 11.14 12.77

BM3

1 34 667 98.54 15.36 17.59 0.20 0.17 2.56 2.93
1.5 75 1330 98.93 32.22 36.72 0.26 0.22 5.37 6.12
2 132 2200 99.13 56.35 62.77 0.36 0.3 9.39 10.46
3 293 4610 99.26 117.11 135.88 0.63 0.52 19.52 22.65
4 519 7890 99.35 207.40 236.78 0.94 0.81 34.57 39.46

Table 4: Accuracy, communication, and latency comparisons2 for CIFAR10 dataset, Banners VS XONN[43].

Arch. s # param (x103) # MACs (x106) Accuracy (%) Communication (GB) Latency (s) Est. RAM (MB)
Banners XONN 3 Banners XONN Banners XONN

BC1

1 200 42 72.0 1.22 1.26 5.02 3.96 122 126
1.5 446 92 77.0 2.60 2.82 10.89 8.59 260 282
2 788 163 80.0 4.79 4.98 18.90 15.07 479 498
3 1760 364 83.0 10.31 11.15 43.16 33.49 1031 1115

BC2

1 92 12 67.0 0.37 0.39 1.77 1.37 28 30
1.5 205 27 73.0 0.83 0.86 3.53 2.78 64 66
2 363 47 78.0 1.48 1.53 6.08 4.75 114 118
3 815 105 82.0 3.18 3.40 13.28 10.35 245 262

BC3

1 368 41 77.0 1.29 1.35 5.39 4.23 99 104
1.5 824 92 81.0 2.84 3.00 11.52 9.17 218 231
2 1460 164 83.0 4.97 5.32 20.72 16.09 382 409
3 3290 369 86.0 11.03 11.89 45.67 35.77 848 915

BC4

1 689 143 82.0 4.36 4.66 17.78 14.12 291 311
1.5 1550 322 85.0 9.88 10.41 39.98 31.33 659 694
2 2750 572 87.0 17.87 18.45 69.36 55.38 1191 1230
3 6170 1290 88.0 38.56 41.37 158.79 123.94 2571 2758

BC5

1 1210 166 81.0 5.26 5.54 21.17 16.78 250 264
1.5 2710 372 85.0 11.68 12.40 46.78 37.29 556 590
2 4810 661 86.0 20.51 21.98 83.75 65.94 977 1047
3 10800 1490 88.0 46.04 49.30 190.14 147.66 2192 2348

BC6

1 1260 23 67.0 0.60 0.65 2.74 2.15 32 34
1.5 2830 50 74.0 1.40 1.46 5.80 4.55 74 77
2 5020 90 78.0 2.48 2.58 10.03 7.91 131 136
3 11300 201 80.0 5.58 5.77 22.44 17.44 294 304

2 The accuracy in Banners models matches the one described in this table by ±0.1%. The number of parameters and number of Multiply-ACcumulate (MAC)
are obtained from Larq. The communication and latency for XONN are taken from [43], while figures reported for Banners are yielded by MP-SPDZ.

3 Although the results in communication of XONN for BC1-BC6 CIFAR10 networks are originally given in MB (see table 12 of [43]), we believe this to be a
minor typing error and report them in GB, since BC* models have around 1000 times more MACs than BM* models (compare table 3 with table 4), while the
communication costs seem to be lower (table 11 VS table 12 of [43]). This is further confirmed by the mention (appendix A.2 of [43]) of an upper bound of 40GB
above which the communication costs are just estimated; which would only make sense if indeed the communication of CIFAR10 models was measured in GB.
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Figure 8: Tradeoff MACs - Communication for MNIST BNN

6 CONCLUSION
With the formulation presented in this work, Banners aims to
provide an efficient secure inference implementation of BNN by
relying on Replicated Secret Sharing. All in all, the memory and
space efficiency, coupled with improved security protecting against
one malicious adversary, provides a suitable candidate to run secure
BNN inference on edge devices.

Future steps of this work will aim at Bit Slicing techniques to ob-
tain considerable parallelization by leveraging on SIMD operations.
Additionally, models trained specifically for biometric identification
(e.g., face recognition) are envisioned. Although Banners is still
slow for real time face recognition as-is, it can already be used for
non time-constrained biometric applications. Finally, we foresee
extending Banners to secure BNN training with the techniques
from section 5.1.
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APPENDIX
A SECURITY PROOFS
We apply the ideal VS real world simulation from [26][12][13] to
prove the security of our protocols, instantiating it for the setup of
Banners. We consider a static corruption model where the adver-
sary must choose which participant to corrupt before the execution
of the computations.

Our protocols preserve security in all contexts that use them
as a black box, providing inputs and fresh randomness and using
only the outputs. As such, they achieve universal composability. To
prove that our protocols are secure under general composition, we
rely on the Theorem 1.2 of [36].

The ideal world simulation contains an additional trusted party
that receives all the inputs from all the standard parties, computes
the ideal functionality correctly and sends the corresponding re-
sults to the standard parties. Conversely, the real world simulation
executes the protocol as described in the Banners algorithms in
the presence of adversaries (one malicious adversary in our case).
We then prove our protocols secure by verifying that for every
adversary in the real interaction, there exists a simulator in the
ideal interaction such that the environment cannot distinguish be-
tween the two scenarios. In other words, whatever information the
adversary extracts in the real interaction, the simulator can extract
it in the ideal world as well. Thus, the entire blackbox behavior and
interactions (inputs, outputs, communication) of all the parties in
the real world scenario is statistically equivalent to that of the ideal
world with the trusted party for the given adversary.

To prove each algorithm being secure, we replace it by their cor-
responding ideal functionality and then prove that the interactions
can be simulated, then showing that the real and ideal interactions
are indistinguishable from each other.

We set party 𝑃𝑘 to be corrupt. In the ideal world, the simulator
interacts with the adversary 𝑃𝑘 and simulates exact transcripts for
interactions between 𝑃𝑘 and the other two honest parties, 𝑃𝑖 , 𝑃 𝑗 . In
the real world, 𝑃𝑘 interacts with 𝑃𝑖 , 𝑃 𝑗 directly. In all these cases,
the simulator is able to extract the inputs from 𝑃𝑘 by using only
the values for the inputs of honest 𝑃𝑖 & 𝑃 𝑗 , since our 2-out-of-3
RSS scheme requires only two shares to reconstruct a secret. These
inputs are fed to the ideal/real functionality to generate correct
output distributions.

Ideal Functionality 1 Integer-Binary VDP:
Input: Functionality receives integer shares ⟨⟨𝑥 𝑗 ⟩⟩ , ⟨⟨𝑦 𝑗 ⟩⟩ ∈ Z2𝑙
Output: Compute the element-wise multiplication of ⟨⟨𝑥 𝑗 ⟩⟩ ∗ ⟨⟨𝑦 𝑗 ⟩⟩,

the cumulative addition of ⟨⟨Σ𝑉𝐷𝑃 ⟩⟩, and sends resulting shares
back to parties.

Theorem A.1. The Integer-Binary VDP algorithm (algorithm 1)
securely realizes the Integer-Binary VDP functionality with abort in
the presence of one malicious party.

Proof. The simulator S for a malicious adversary corrupting
𝑃𝑘 plays the role of the trusted party. To be able to simulate, we
need to show that:

• Real interaction transcripts can be simulated.
• Honest parties 𝑃𝑖 , 𝑃 𝑗 receive their outputs correctly.

Simulation can be easily derived from the standard maliciously
secure multiplication of [21] in the integer case, also treated in
theorem 2 of [39], along with theorem 5 of [39] for the binary to
arithmetic conversion. The simulator for this multiplication can
simulate the transcripts from steps 2-7. Note that the distributions
of all random values (such as the first 2 SS shares in a triplet) are all
uniform and hence achieve perfect security. Local steps such as 1
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and 8 do not need simulation. If the protocol aborts at any time in the
internal run, then the simulator sends Abort to the functionalities.
Otherwise, it inputs the extracted shares of 𝑃𝑘 along with those of
𝑃𝑖 , 𝑃 𝑗 , and the parties receive their outputs.

Ideal Functionality 2 Binary BN + BA:
Input: Functionality receives arithmetic shares ⟨⟨𝑥⟩⟩, ⟨⟨𝛽/𝛾⟩⟩ ∈ Z2𝑙 .
Output: Computes local subtraction ⟨⟨𝑥⟩⟩ − ⟨⟨𝛽/𝛾⟩⟩, followed by

reconstruction extraction of the MSB. Generates and sends
binary shares of result.

Theorem A.2. The Binary BN+BA algorithm (algorithm 2) se-
curely realizes the Binary BN+BA ideal functionality with abort in
the presence of one malicious party.

Proof. The simulation can be derived from the standard mali-
ciously secure integer addition (step 1) from [21], along with the
theorem 2 of [53] for the binary activation. Abort conditions and
outputs of honest parties apply just like in the previous proof.

Ideal Functionality 3 Binary VDP:
Input: The functionality receives binary shares of J𝑥 𝑗 K in a given

window with 𝑁 elements.
Output: Computes element-wise XOR, transforms the resulting

binary shares into arithmetic (with two intermediate AND
gates) and performs local cumulative addition. Generates and
sends shares of 𝑅𝑒𝑠𝑉𝐷𝑃 to parties.

Theorem A.3. The Binary VDP algorithm (algorithm 3) securely
realizes the Binary VDP ideal functionality with abort in the presence
of one malicious party.

Proof. We apply a similar logic to that of the first functionality.
The simulation can be derived from the standard maliciously secure
XOR of [21] in the binary case (step 1) as well as secure integer
addition (step 8), along with theorem 5 of [39] for the binary to
arithmetic conversion (steps 2-7). Local steps such as 1 and 8 do not
need simulation. Abort conditions and outputs of honest parties
apply just like in the previous proof.

Ideal Functionality 4 Maxpool:
Input: Functionality receives 𝑁 binary shares J𝑥 𝑗 K over a window.
Output: Computes local𝑁𝑂𝑇 on all shares followed by cumulative

𝐴𝑁𝐷 (following [21]) and a final 𝑁𝑂𝑇 . Generates and sends
binary shares of J𝑚K𝑚𝑎𝑥𝑝𝑜𝑜𝑙 to parties.

Theorem A.4. The Maxpool algorithm (algorithm 4) securely re-
alizes the Maxpool ideal functionality with abort in the presence of
one malicious party.

Proof. We apply composability of maliciously secure AND of
[21] in the binary case (steps 3-5). Local negation of steps 1 and 5
does not need simulation.

B GRAPHS FOR CIFAR10 COMPARISON
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Figure 9: Comparison in latency for CIFAR10 BNN models
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Figure 10: Comparing communication for CIFAR10 BNNs
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Figure 11: Tradeoff betweenMACs and Latency for CIFAR10
BNN models
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