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Abstract. SILKNOW is a research project that aims at improving the understanding, conservation and dissemination of the
European silk heritage from the 15th to the 19th century. This paper presents the SILKNOW knowledge graph (KG) that lies at
the center of the application of Semantic Web technologies and computing research to the needs of museums and every other user
of this knowledge. The underlying data model is based on CIDOC-CRM and data mappings which are realised and implemented
with conversion tools developed for SILKNOW. The full integration pipeline consists also of our own crawling software to
retrieve the original data from both public sources and project partners. We developed an API access for the KG and created the
exploratory search engine ADASilk on top of it. Finally, we present how we apply automatic image and text analysis to predict
missing metadata in the knowledge graph.

Keywords: multilingual thesaurus, cultural heritage, silk heritage

1. Introduction

Inventory and cataloguing, including texts and im-
ages, are indispensable requirements for the identifica-
tion and conservation of cultural heritage artifacts. In
the last years, many museums and libraries made great
efforts to make their collections available in open ac-
cess datasets. In this respect, controlled vocabularies
allow to obtain better information, especially if they

exist in several languages, thus, enabling the integra-
tion of information. On the other hand, information
and communication technologies have been gradually
been incorporated in museums. Two digital projects
have showcased the holdings from textile museums
and collections. Interestingly, they have been produced
by the two major contenders in the online arena for
cultural content: The Google Cultural Institute (with
its We Wear Culture resource) and Europeana (through
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the Europeana Fashion portal). This attests the interest
shown by digital content aggregators towards collec-
tions of textiles, dresses and fashion.

The keepers of these types of collections, however,
are sometimes in a difficult position when it comes
to taking advantage of new digital tools. Innovations
such as 3D printing of textiles and automated image
matching -to name but a few- have the potential to rev-
olutionize the ways in which this cultural heritage is
explained and made accessible. In some cases, small
and medium sized textile museums are struggling for
their very survival, and bold technological ventures are
understandably not seen as a priority. Otherwise, dig-
ital cataloguing is very common today, but the dif-
ferences among institutions are bewildering: from en-
tire collections served online through updated web
and API outlets, to custom-made Excel records stored
on a local hard drive. In this context, interoperability
between independent catalogs becomes very difficult,
even though the necessary technologies and standards
are well known for the museum community.

Facing these challenges and opportunities lies at the
core of the research presented in this paper.

2. Related Work

The development of the web has led Cultural Her-
itage (CH) organisations to provide information on
their objects to many portals or aggregators. But the
fact that each collection management system or cat-
aloguing database has potentially its own metadata
format makes information integration costly and time
consuming. To make data integration easier and less
costly, different organisations elaborated guidelines or
guides for best practices.

Thus, in 1995 the "Documentation standard" Work-
ing Group of the International Council of Museums
(ICOM) published its International Guidelines for Mu-
seum Object Information1 which describes the "In-
formation Categories that can be used when devel-
oping records about the objects in museum collec-
tions". Moreover, standard XML schemas have been
provided in order to enable institutions to use the Open
Archives Initiatives Protocol for Metadata Harvesting
(OAI/PMH). For instance the CDWA lite, developed
in the United States by the Getty foundation, muse-
umdat, largely built upon the former developed by the

1https://icom.museum/en/ressource/international-guidelines-for-
museum-object-information-the-cidoc-information-categories/

Deutscher Museumsbunde (DMB) or Spectrum, devel-
oped in the UK.

Presently, the Lightweight Information Describ-
ing Objects (LIDO)2 schema published by the Work-
ing Group "Data Harvesting and Interchange" of the
ICOM has superseded both the CDWA Lite v1.1
schema and the museumdat v1.0 schema. LIDO pro-
vides an explicit format to deliver museum’s object in-
formation. It is an application of the CIDOC Concep-
tual Reference Model (CRM). This model, specifically
developed for information integration in the field of
cultural heritage, is the outcome of over 20 years of
development originally by the ICOM’s International
Committee for Documentation (CIDOC) Documen-
tation Standards Working Group and, presently, by
the CIDOC-CRM SIG. Since December, 2006, the
CIDOC-CRM is an official ISO standard, a status re-
newed in 2014.

Another example of technology for the archive,
search and exploration is the Europeana platform,
launched in 2008. It consists over 57 million ob-
jects from more than 3500 institutions in Europe 3,
4. All Europeana datasets can by now be explored
and queried through a SPARQL API. Its data is rep-
resented in the Europeana Data Model (EDM). [1].
It is defined as an "integration medium for collect-
ing, connecting, enriching the description provided
by Europeana’s content providers". In fact, EDM de-
fined a limited set of elements, some reused from
other namespaces (RDF and RDFs, OAI ORE, SKOS,
Dublin Core, DCAT and Creative Commons and SIOC
Services Ontology Module) and some other introduced
by Europeana. But even this subset is also partly based
on other models: for instance, among the 11 classes
introduced by Europeana, 6 are noted as equivalent to
CIDOC-CRM classes [2].

As a last example, in France, the Ministry of Culture
and Communication has initiated the development of a
Harmonized Model for the production of cultural data.
Although not an exchange model, this model is seman-
tically compatible with the CIDOC-CRM and its ex-
tensions, the Europeana Data Model (EDM) and the
LIDO schema [3].

Given these efforts to harmonize data produced by
cultural heritage organizations, it is not surprising that
they are resorting to Semantic Web technologies and

2https://en.wikipedia.org/wiki/LIDO
3https://pro.europeana.eu/page/reasons-to-share-your-data-on-

europeana-collections
4https://www.europeana.eu

https://icom.museum/en/ressource/international-guidelines-for-museum-object-information-the-cidoc-information-categories/
https://icom.museum/en/ressource/international-guidelines-for-museum-object-information-the-cidoc-information-categories/
https://en.wikipedia.org/wiki/LIDO
https://pro.europeana.eu/page/reasons-to-share-your-data-on-europeana-collections
https://pro.europeana.eu/page/reasons-to-share-your-data-on-europeana-collections
https://www.europeana.eu
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knowledge graphs. CultureSampo 5 is one example,
where the main aim was to publish heterogeneous cul-
tural content on the Semantic Web [4]. It had to deal
specifically with challenges, such as converting legacy
data into linked data and to make heterogeneous, but
interlinked cultural heritage content interoperable on
a semantic level. For example, the challenge of find-
ing connections between two persons can be solved by
using the Getty ULAN structured vocabulary of artist
names and biographical information [5], [6].

3. SILKNOW Ontology

In this section we give examples of competency
questions the SILKNOW knowledge graph is able or
supposed to be able to answer. We will also describe
the underlying data model, which consists of the com-
bination of several existing ontologies and our own ex-
tensions, built on with OntoMe. Finally, we will give
an overview of the controlled vocabularies to which we
link the data by replacing string values with URIs (see
section 4.2).

3.1. Competency Questions

In order to better solve what the SILKNOW knowl-
edge graph should be able to answer, the domain ex-
perts established a set of competency questions that
ideally, our different target audiences would like to
ask. In order to do so, we followed the DOREMUS
(https://www.doremus.org/) project. The domain ex-
perts wrote around 70 questions that can be grouped
in questions related to material and techniques, loca-
tion, time, artists or style, etc. It should be noted that
even though these questions were made by cultural
heritage experts, we took other stakeholders into ac-
count to cover a wide range of social interests related
to the silk heritage as a whole (tangible, intangible and
living heritage) [7] .

Questions related to the needs of museums, re-
searchers, curators, etc. refer to the specificity of silk
heritage description, such as: location, period (time),
typologies, materials, artists, style. Additionally, to the
multiple associations between these basic questions:
time and location, artists and location, type of items,
time, location and material. On the other hand, we can
find other examples related to the probability of the
expected results in both simple and advanced search

5http://www.kulttuurisampo.fi

processes, including the solving of complex temporal
space questions: e.g., in which museums and collec-
tions around the world are Spanish textiles located?,
which items have been produced in 1815?. Time-
localization questions might be: which items were pro-
duced in France during the 18th century? Down to
those more complex questions like: give me all avail-
able information on silver ribbons produced in Italy
during the Renaissance.

However, SILKNOW is not only focused on cultural
heritage experts [8], but its tools are meant to be ap-
plied by several communities and stakeholders [9]. The
definition of different scenarios and target audiences
was established this this goal in mind.

Scenario 1: Cultural Heritage. It is one of the essen-
tial user groups for SILKNOW. In fact, typical users
work in a museum or are frequently related to this
field; otherwise they are simply interested in histori-
cal silk products. Typical users might be: collectors,
museum curators, museum conservators, museum vis-
itors, staff from international organizations, museum
directors.

Scenario 2: The research and educational sectors.
This platform is a precious resource for educational
purposes for people who wish to know about the silk
history, taste and fashions that have influenced the cre-
ation of textiles, but mostly for those who need to
search for technical information, and can benefit from
a rich thesaurus: undergraduate students, graduate stu-
dents, design students, fashion students, high school
teachers, design professors, etc.

Scenario 3: Creative industries. Silk, as a material,
has qualities very much appreciated throughout his-
tory. New technologies, such as 3D printing are nat-
urally related to this precious material that continues
to be a highly appreciated natural product, especially
in the fashion industry. The typical involved users are:
silk company CEOs, fashion designers, textile design-
ers, photographers, 3D-printing company CEOs.

Scenario 4: Tourism. It is a scenario that increas-
ingly involves the various geographical and social re-
alities. Silk textiles are essential in the definition of
important social identities (elites, cultural and reli-
gion symbols, among others), so the results must an-
swer questions about their value as part of human cul-
tural heritage. Notably, typical users could be: local
guides, museum marketing professionals, regional as-
sociations, museum visitors.

Scenario 5: Media. We also wanted to involve me-
dia, specifically in the figure of the fashion journalist,
as a user who directly draws on the information offered

http://www.kulttuurisampo.fi
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by SILKNOW to disclose it as part of a publication,
a news piece, blog post, audio-visual media coverage,
etc.

3.2. SILKNOW data model

Small parts of the total ontology for the SIL-
KNOW Knowledge Graph are based on several prop-
erties of schema.org and the W3 time ontology. The
majority of the classes and properties used in SIL-
KNOW come from the current published version of
CIDOC-CRM (6.2) and its extensions, the Scientific
Observation Model (CRMsci) [10] and CRM Digital
(CRMdig)[11]. The complete usage and implementa-
tion of these ontologies and data models can be re-
trieved from GitHub where it is part of the converter
software. 6

In order to aggregate numerous data sets collected
from various sources, it is necessary to harmonize
them by designing and implementing a unique and
complete data model. To define the SILKNOW data
model we first analyse the structure of records from
several institutions especially the Victoria and Albert
Museum, the British Museum, the Musée des Tissus in
Lyon, the Garín collection at the Museu de la Seda in
Moncada, the Musée des Arts Décoratifs in Paris, the
Museum Baselland, and the French Joconde Database.
We also used the ICOM guidelines for Museum Ob-
ject, the Europeana data model, the norms and meth-
ods relative to the inventory keeping in French muse-
ums (arrêté du 25 mai 2004), and the French Harmo-
nized Model for the production of cultural data. From
this analysis we elaborated the data dictionary, i.e., a
list of information groups or metadata interesting for
the SILKNOW project. Then we selected in CIDOC-
CRM the classes and properties useful to express these
metadata.

We have chosen the CIDOC-CRM because it has
been elaborated to express the underlying semantics
of documentation on Cultural Heritage [12]. More-
over it is an international standard, recognized as an
ISO norm. It has already been used in several research
projects, included EU-funded projects, such as Ari-
adne which developed an extension of CIDOC-CRM
suitable for archeological documentation [13]. SIL-
KNOW is using version 6.2. It is an event centric data
model, very flexible and extensible by nature: while it
consists of a limited set of classes and properties, it is

6https://github.com/silknow/converter/tree/master/src/main/java/
org/silknow/converter/ontologies

in fact a core ontology allowing the development of
more specialised extensions. In other words, it is pos-
sible to add new sub-classes and sub-properties to ex-
press more specific relationships and properties, with-
out modifying the basic structure of the model. The
classes and properties selected for the SILKNOW on-
tology are publicly accessible and documented via On-
toMe, an ontology management system, developed by
the LARHRA research center [14].

On the one hand, the bottom up approach adopted
by SILKNOW spurred us to use CRMsci as a global
schema for integrating metadata about scientific obser-
vations, performed by domain experts on silk-related
artefacts:

Sources Metadata exam-
ples

Mapping rules

Musée des Arts
décoratifs

Laize à décor de
bouquet noué par
un ruban sur fond
semé de quinte-
feuilles

S4_Observation
08 observed
E22_Man-
Made Object
S4_Observation
P3 has note
E62_String

Victoria and Al-
bert Museum

Furnishing fabric
of brocaded
silk satin, pos-
sibly designed
by Philippe de
Lasalle, France,
ca. 1790

S4_Observation
08 observed
E22_Man-
Made Object
S4_Observation
P3 has note
E62_String

Chiesa Madre di
Caccamo

1 ordito, di fondo,
organzino di seta,
2 capi, S, colore
celeste

S4_Observation
08 observed
E22_Man-
Made Object
S4_Observation
P3 has note
E62_String

Table 1
Mapping rules using classes and properties from CRMsci to mod-
elize metadata examples about scientific observations

On the other hand, CRMdig was used to express the
relationships between data sets and metadata records
describing them:

D1_Digital Object P2 has type E55_Type
(Data set)
D1_Digital Object P106 is composed of
D1_Digital Object P2 has type E55_Type
(Metadata record)

After evaluating the pertinence of the ontology by
providing mapping rules between metadata examples
and the SILKNOW ontology, it was observed that,

https://github.com/silknow/converter/tree/master/src/main/java/org/silknow/converter/ontologies
https://github.com/silknow/converter/tree/master/src/main/java/org/silknow/converter/ontologies
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so far, all fields can be represented by using existing
classes and properties from the ontology.

Generally, scientific observations are expressed with
free-text fields analysing the structure and the decora-
tion of fabrics, and/or presenting the historical context
of their production or use. This first mapping aimed
at storing these metadata “as they are”; but the com-
plex semantics included in data about the creative and
productive process of silk textiles cannot accurately be
represented with the basic CRM entities and its ex-
isting extensions. In order to address the complexity
of textile data integration, it requires elaborating new
CRM classes and properties.

There is yet no CRM extension for dealing with
the production of textile artefacts, something similar
to FRBRoo, for the creation, production and expres-
sion process in literature and the performing arts. A
CRM extension is currently in development for this
purpose, and a complete overview of these new classes
and properties is publicly available via Ontome [15].

Fig. 1. CRM extension - RDF graph

3.3. SILKNOW Thesaurus

A museum can be understood as a huge data base
where cultural objects are stored. In order to properly
identify these objects, the documentation area emerges
as a specific and important area in the museum. Docu-
menting a cultural object means to register and to cat-
alog it. Doing it properly is the precondition to ensure
the physical persistence of objects as the registration
of a cultural asset assumes its importance as cultural
heritage that requires conservation and protection. In-
deed, the basic element for conservation is to clas-
sify objects, understanding it as symbolic organization
of meanings: “cultural artifacts constitute the network

Source Metadata ex-
ample

Mapping rules

Chiesa
Madre di
Caccamo

1 ordito,
di fondo,
organzino di
seta, 2 capi,
S, colore
celeste

T16_Warp L6 has warp
type T30_Warp Type (or-
dito di fondo) T16_Warp
P57 has number of
parts E60_Number (1)
T16_Warp P45 consists
of E57_Material (seta)
T15_Thread L3 has
thread type T28_Thread
Type (organzino di seta)
T15_Thread P56 bears
feature E26_Physical Fea-
ture (color) P2 has type
E55_Type (colore celeste)
T15_Thread P56 bears
feature E26_Physical
Feature (twist) P2 has
type E55_Type (S)
T15_Thread P43 has di-
mension E54_Dimension
E16_Measurement
P40 observed dimen-
sion E54_Dimension
E54_Dimension P91 has
unit E58_Measurement
unit (numero di capi)
E54_Dimension P90 has
value E60_Number (2)
E54_Dimension P2 has
type E55_Type (capi)

Table 2
A CRM extension to modelize the creation and production process
of silk textile

that sustains their institutions, they are symbols that
are defined as the locally objectified sites of mean-
ing.” [16]. In other words, the conservation of cultural
heritage begins with its registration and identification,
tasks that are carried out through inventories and cata-
logs, which are the traditional tools for the study, anal-
ysis and especially protection of heritage [17].

As said before, in order to describe a cultural asset,
proper terminology stands out as one fundamental pil-
lar [18]. Information professionals, curators, conser-
vators and general audience will be the end-users of
these tools. Indeed, controlled vocabularies are essen-
tials to provide access to museum collections not only
to inside users (registrars, curatorial departments, con-
servators, education department), but also to external
users who wish to know more about a subject with-
out knowing the specific term of its search [19]. A the-
saurus is defined in general, as a controlled vocabu-
lary that has a semantic network of unique concepts
[20] that enhances information retrieval, as it is based
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in queries based in categorized deductions [21]. It also
links the object with the user as it allows to use a lan-
guage that facilitates the research of a cultural asset
and its related information. Moreover, the vast amount
of metadata associated to it allows not only to docu-
ment and describe the object, but also to find likenesses
or differences between similar cultural assets, and to
associate them, allowing users to find new connections
[22]

Although some institutions and public administra-
tions are striving to use standard vocabularies, most
museums have generated their own methods of classi-
fication. The terminology used in the description varies
widely according to different cataloging schools, fash-
ions and curators in charge of this task. At the same
time, museums around the world develop their own
controlled vocabularies, that they see more fitting in
order to describe their collections [23]. It is the case of
The Textile Museum Thesaurus from the Textile Mu-
seum in Washington, or the Museon Arlaten. We can
also mention the Domus system of Spain, hosted by
the Documentary Standardization of Museums [24], or
French databases such as Joconde and Gallica.

On the other hand, some standardization efforts have
been carried out, such as the UNESCO thesaurus or the
Getty Art & Architecture Thesaurus (ATT). Also, we
can cite other generic thesauri, applicable to all types
of cultural, movable or immovable property: CDWA,
Object ID, ULAN, TGN, Iconclass, etc. Although they
are useful for their own institutions, the result is a mul-
titude of vocabularies that are not shared, complicating
interoperability.

However, the cultural heritage domain and the silk
heritage in particular are characterized by large, rich
and heterogeneous datasets [19]. In this sense, the silk
heritage vocabulary can change according to who (ca-
reers: weavers vs historians / disciplines: art histori-
ans vs. anthropologists) and where (Europe or North
America) the term is being used [25]. This has resulted
in the use of different terminologies in specialized or-
ganizations when describing their collections which
makes comparisons among the same type of objects,
techniques, designs quite complicated, not only in dif-
ferent languages but also in the same language.

On the other hand, cultural heritage data is being
transformed into public Linked Data, especially in
large-scale aggregators such as Europeana [23]. Plus,
the Semantic Web technologies lead to a new approach
in managing Cultural Heritage data interoperability
[26]. Responding to these challenges, the SILKNOW
thesaurus emerges as a thesaurus that aims to improve

silk heritage knowledge by building an open-access
thesaurus based on SKOS model. This thesaurus is
multilingual and standardizes terminology providing
conservators, researchers and other users an important
tool, that allows systematic and coherent cataloging of
museum collections, in order to avoid the lack of com-
mon criteria when dealing with these kinds of records.

3.3.1. Development method involving experts
Silk heritage experts were involved in order to de-

velop the SILKNOW thesaurus. These experts in-
cluded art historians, historians, weavers, engineers
and philologists. Multidisciplinarity was essential in
order to select terms, trace their evolution, historical
and current use use, and how some terms evolved in
time and space (e.g. local variations). As the SIL-
KNOW thesaurus is symmetrical, all terms needed
to be translated, textile specialists used specialized
sources, which in some cases provided translations in
other languages (such as the Castany Saladrigas dic-
tionary, 1949). In other cases, direct translations were
needed, a scope note was added when necessary or the
source language was used as loan. Nevertheless, ev-
ery translation was made following ISO directions for
a thesaurus [27].

In order to compile the thesaurus, inductive and de-
ductive methods were undertaken [28]. Around 80% of
terms originated from inductive work; i.e., they were
included in the thesaurus as soon as they were found
in the literature. Specialized sources were used, such
as specialized textile dictionaries, historical sources,
glossaries, and other thesauri. The other 20% was de-
ductive due to museum records and previous knowl-
edge from the researchers. An extensive research was
undertaken, not only taking into account specialized
vocabularies, but also using historical sources and se-
lecting the most representative and accurate ones.

Next, terms and concepts were controlled and de-
scribed by adding scope notes, qualifiers and syn-
onyms. A Preferred Term (PT) was used to refer a
unique concept, whenever polysemy arose, qualifiers
were added. In order to make clearer what those con-
cepts meant, scope notes were added following spe-
cialized literature. Finally, these definitions were re-
viewed by international experts.

The next logical step was to categorize those terms.
The SILKNOW thesaurus is based on the Getty AAT
structure, as it is one of the most well-known thesauri
in the cultural heritage field. Three relationships were
established:
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1) Hierarchical: when the relationship between
terms is broader and narrower. Parents were also
placed according the AAT structure when possible. As
the silk heritage terminology is extensive and not easy
to classify, compilers had to add new guide terms and
subfacets in order to make it as accurate as possible.

2) Equivalence: This relationship concerns when
different names refer to the same concept as they are
synonyms or quasi-synonyms. E.g. bobillo→ bocillo.
Either noun is accepted to designate this type of lace,
however bobillo acts as the Preferred Term.

3) Associative relationships: when different terms
are conceptually closely related, but not hierarchically.
E.g. acanalado→ otoman. Both terms refer to a type of
tabby, however they are not the exact same concept.

Finally, as the SILKNOW thesaurus was initially
thought to standardize museums records, experts tried
to make it as wide as possible in order to expand silk
heritage knowledge. Looms, equipment, iconography,
colours, botanical elements were added. This will help
researchers to connect these data not only in museum’s
collections, but also in other research areas. In liv-
ing heritage, for example, it is possible to see how
some of these motifs are used in other contexts. By us-
ing this thesaurus, researchers, museum professionals,
students and cultural heritage specialists will improve
museum information and international research thanks
to a free and easily accessible tool.

3.3.2. Thesaurus coverage
SILKNOW thesaurus was validated on textual data

of the selected museums in several natural languages.
The frequency of individual thesaurus concepts that
are present in the specific museum was calculated.
Spanish, English and French translations of the the-
saurus were each compared to resources in the cor-
responding language. The program for the calcula-
tion of coverage was written in Python. Pre-processing
was done using the Natural Language Toolkit library
(NLTK) [29] which contains the Snowball Stemmer.
It was used on all the terms and their synonyms from
the thesaurus, as well as all the words from online re-
sources.

Table 3 gives the results showing that 76% of the
terms from the Spanish thesaurus are present in the
Spanish museums, followed by 87% for the English
thesaurus and 90% for the French thesaurus. In more
detail, the two Spanish datasets CERES and IMATEX
contain 361 and 326 terms from the Spanish thesaurus
respectively, 308 of them occur in both museums. Both

museums contain 379 terms from the Spanish SIL-
KNOW thesaurus.

Spanish thesaurus concepts

CERES 361 72 %
IMATEX 326 65 %
Spanish museums 379 76 %

English thesaurus concepts

Victoria and Albert Museum 262 82 %
Rhode Island School of Design 210 66 %
Metropolitan Museum 205 64 %
IMATEX 182 57 %
English museums 279 87 %

French thesaurus concepts

Musée des Tissus de Lyon 255 89 %
Musée des Arts Décoratifs 201 70 %
Joconde 158 55 %
French museums 259 90 %

Table 3
Coverage of the thesaurus concepts in the museums. Showing results
for thesaurus in each language separately over the museums for that
language.

For each online resource (a dataset from a database
or museum information system) a feature vector rep-
resenting all its phrases was computed using QMiner
platform [30]. The result was a set of n-grams with
the maximum size of three words and a corresponding
number of occurrences. From here a subset was gen-
erated where all the concepts that can be found in the
thesaurus were removed from the feature vector.

Online resource phrases that are not included in SIL-
KNOW thesaurus and the frequency of thesaurus con-
cepts that are present in specific online resources were
both visualized using word clouds. A Python library
named wordcloud enabled to draw these in different
patterns and colors resembling a flag of the origin
country for each online resource. Word clouds are de-
signed in a way where more relevant phrases in a rep-
resented resource are drawn in a bigger font than those
that are less relevant.

The following Metropolitan Museum word cloud
displays how frequently each of the thesaurus terms
occur in textual data of the museum. In Fig. 2, we can
see that the most frequent phrases are silk, spun silk,
hard silk, course silk and bourette silk.

Metropolitan Museum word cloud displaying mu-
seum phrases that are not included in SILKNOW the-
saurus. In Fig. 3, we can see that most of the phrases
are ordinary words (eg., canvas, border, cotton, design,
fragment).
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Fig. 2. The most frequent English SILKNOW thesaurus phrases that
occur in the Metropolitan Museum dataset.

Similar observations can be made for the other mu-
seums that we have considered (see Fig. 4, showing
the most frequent phrases in Victoria and Albert Mu-
seum that are not included in SILKNOW thesaurus).
This in a way confirms that the SILKNOW thesaurus
has a good coverage of domain-specific, silk related
terminology.

Fig. 3. The most frequent phrases that occur in the Metropolitan Mu-
seum dataset that are not included in English SILKNOW thesaurus.

This word cloud displays Victoria and Albert Mu-
seum phrases that are not included in the SILKNOW
thesaurus. Fig. 4 shows that the most common phrases
are again colors, materials, geographical locations. We
can also see that the most common motifs in silk re-
lated objects from this resource are flowers, which is
evident from words like flowers, leaves and floral.

The CERES word cloud is displaying in Fig. 5 how
frequently each of the thesaurus terms occur in textual
data of this resource, that groups data from many Span-
ish national museums. Here most frequent phrases are
seda, seda cruda, seda ocal, seda salvaje. Some of these
words directly translate to most frequent thesaurus
phrases from the Metropolitan Museum Fig. 2. For ex-
ample seda translates to silk and seda cruda to hard
silk. This shows us that a group of similar thesaurus

Fig. 4. The most frequent English phrases that occur in the Victo-
ria and Albert Museum dataset and are not included in SILKNOW
thesaurus.

concepts remain as most frequent phrases across many
online resources in different natural languages.

Fig. 5. The most frequent Spansih SILKNOW thesaurus phrases that
also occur in CERES resources.

The Musée des Tissus de Lyon word cloud in Fig.
6 is displaying museum phrases that are not included
in SILKNOW thesaurus. Similarly like with Victoria
and Albert museum and Metropolitan Museum we find
common ordinary words (eg., tissus, ligne, fleurs, mai-
son) and phrases not related to silk terminology (eg.,
exposition, Paris, portrait).

The presented validation of the thesaurus has shown
that it includes most of the silk related vocabulary that
is used in the considered resources. The phrases which
occur in the resources and are not included in the the-
saurus are mostly common ordinary words or words
not related to silk terminology.

4. Building the SILKNOW Knowledge Graph

The SILKNOW knowledge graph consists of pub-
licly available datasets from museum collections that
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Fig. 6. The most frequent French phrases that occur in Musée des
Tissus de Lyon and are not included in the SILKNOW thesaurus.

contain silk items or from collections that are part of
the project. As of now, it consists also of a crawler,
a RDF converter and API transformer tools. All con-
verted data is accessible online through a SPARQL
endpoint based on Virtuoso 7. This data is available
through a faceted browser, too 8. It also consists of a
graphical user interface for the thesaurus 9, to which
many data values in the graph are linked to, and to
a general description of our ontology (see 3. Ontol-
ogy). Finally, there is our exploratory search engine,
ADASilk (Advanced Data Analysis for Silk heritage)
10, coined after Ada Lovelace, often considered to
be one of the first computer programmers, and SIL-
KNOW.

4.1. Dataset crawling

With our crawler 11 we are right now able to down-
load datasets from 17 sources either via API or man-
ual website crawling. All of the data is made publicly
available by the respective museums or collections. We
receive one more dataset directly from the Garin and
UNIPA collections as they are part of SILKNOW.

The final output of the crawler is a unified JSON for-
mat: each JSON file contains two properties with sin-
gle values, the ID of the record and the source URL.
The latter can either be a link to the crawled website
or directly to a machine-readable format like JSON via
API. After that each crawled JSON file contains two
arrays, one called “fields” with sets of different prop-

7http://data.silknow.org/sparql
8http://data.silknow.org/fct
9http://skosmos.silknow.org/thesaurus/
10https://ada.silknow.org/
11https://github.com/silknow/crawler

erties which depend on the original data. The other one
is an array with all the images together with their re-
spective URLs.

Inside the "fields" array the substructure is as fol-
lows: every field has exactly one label and then either
one value or an array of values.

Fig. 7. Structure of the unified JSON format after crawling and
downloading of the datasets. Example taken from the MET museum
(21.180a–c).

In case of UNIPA the original format from the col-
lection, which was Excel sheets, is converted to this
common JSON format with the crawler. In case of
Garin, all the integration takes place in the converter
(see 4.2) and not in the crawler.

4.2. Converting and Interlinking

In all but the aforementioned case of Garin this com-
mon JSON format is then taken as the foundation for
the converter software 12 in order to output Terse RDF
Triple Language (Turtle) / TTL files that can finally be
uploaded to a Triplestore based on the Virtuoso Uni-
versal Server.

The RDF conversion is based on a manual map-
ping for each dataset where fields with labels like
"Técnica" and their values are mapped to properties
like "P32_used_general_technique". As described in
"3. Ontology", the SILKNOW ontology is based on
CIDOC-CRM and the extensions CRMsci and CR-
Mdig. Further extensions are still possible and cur-
rently under development. Two of the most central
classes in our knowledge graphs are E22, which is used
to represent "Man-made objects", and E12, which is a

12https://github.com/silknow/converter

http://data.silknow.org/sparql
http://data.silknow.org/fct
http://skosmos.silknow.org/thesaurus/
https://ada.silknow.org/
https://github.com/silknow/crawler
https://github.com/silknow/converter
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Dataset / Museum
Downloaded files
Records Images

IMATEX
(CDMT Terrassa)

6802
(*3)

9201

Joconde 376 375

MAD
(Musée des Arts Décoratifs)

763 763

MET
(Metropolitan Museum)

8317 14208

MFA Boston
(Museum of Fine Arts)

3297 3790

MTMAD
(Musée des Tissus de Lyon)

663 2958

RISD
(Rhode Island School of Design)

3338 4363

UNIPA
29 +
409

81 +
409

VAM
(Victoria and Albert Museum)

7747 22773

CERES-MCU
(Museos estatales del MEC)

1296 2872

GARIN 3125 6556

Mobilier 1296 1976

Smithsonian 147 147

Versailles 73 144

Venetian 1180 1182

Paris Musées 265 369

Gallica 230 458

Europeana 196 199

Musée d’Art et
d’Industrie de
Saint-Etienne

1195 1553

Table 4
Imatex has 3 records per object, one for each language. The UNIPA
dataset has currently two different formats before conversion.

class for the "Production" of an object and properties
like the production date and the material used.

Some strings need to be parsed with Regular Ex-
pressions (regex), for example the Dimensions field, to
extract the exact width and height with its respective
unit correctly. For instance, the regex pattern
(\\d+(?:\\.\\d+)?) x (\\d+(?:\\.\\d+)?) cm

in the MET converter makes sure to extract numbers
before and after an x if the value ends with “cm”. Fur-
thermore, it makes sure to detect both integers as well
as decimals. In some other cases we have one field
in the JSON called e.g. "Auteur/exécutant" (Joconde)
and it includes two different types of information: an
actor and the role of the actor. In case of Joconde

we can split it relatively easily as the order of them
is always the same. The role becomes the property
“ecrm:P2_has_type” of the class ecrm:E7_Activity,
whereas for the actor its own class “ecrm:E39_Actor”
gets created, which is also connected to the former by
the property “ecrm:P14_carried_out_by”.

For production dates we also developed a complex
parsing and interpretation system to properly represent
all dates and to make it possible to search for objects by
their date. Originally many string literals were in dif-
ferent formats or some time periods were named differ-
ently in the different museums and languages. We can
now interpret both single years, year ranges, centuries
and most periods in all languages of our datasets. Ev-
ery unique year or year range gets a unique URI, e.g.
<http://data.silknow.org/timespan/1843> for the year
1843 that is linked with every occurrence of that year
all across the data. In addition to that, we use the prop-
erty "P86 falls within" to link every year with its cor-
responding century on Getty AAT.

Before some fields get mapped to classes and
properties in RDF, their string values are getting
checked if they are matching with some values in
controlled vocabularies: places with Geonames, ma-
terials, techniques and motifs with the Silknow The-
saurus and the Getty Art & Architecture Thesaurus
(AAT). In case of a match, the original string of
the field of the dataset gets replaced with a URI
of the concept in one of these vocabularies. For
example: the technique "Embroidery" has the link
"http://data.silknow.org/vocabulary/87" and a string
that can be identified as either "embroidery", a syn-
onym or translation like "Bordado" (Spanish) would
trigger this linking.

4.3. Linked Data Publishing and API Access

To integrate SPARQL queries and their output into
web development can be a challenge, even when the
output format is JSON: It contains unnecessary meta-
data, each value has a datatype and is part of a bigger
array with its own name and the attributes "type" and
"value" or identical bindings that for example only dif-
fer in the language tag are not automatically merged
and displayed multiple times. Mapping the results to
another structure can be difficult, especially if avoiding
to hard-code queries into the application’s code.

With a combination of grlc 13 and SPARQL trans-
former [31] we were able to create an easy API access

13http://grlc.io/

http://grlc.io/
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for the SILKNOW knowledge graph, which makes it
possible for web developers to avoid these problems 14.
With its graphical interface the knowledge graph can
also be searched for any strings of the type time, loca-
tion, material or technique and the output is displayed
in a simpler JSON format.

4.4. ADASilk: An Exploratory Search Engine

Based on the aforementioned RESTful API stack
we have developed the exploratory search engine
ADASilk 15. It is a user-friendly web interface to eas-
ily search and discover museum objects without the
need to of any technical pre-knowledge. It is still work-
in-progress, but it already offers an advanced search
and many filters for all the different properties in the
Knowledge Graph, for example production date or
technique. Furthermore, it is integrated with the SIL-
KNOW Virtual Loom, which makes it possible to cre-
ate and modify 3D models of of the images of the
silk textiles and their patterns. Finally, it has a spatio-
temporal map view of the objects to further explore the
geographic distribution throughout the ages.

5. Enriching and Validating the SILKNOW
Knowledge Graph

5.1. Predicting missing metadata using image
analysis

The information obtained from publicly available
collections as described in section 4 is typically incom-
plete. One of the goals of SILKNOW is to tap digital
images as an additional source of information. Given a
sufficient amount of samples for which annotations are
available, we use machine learning methods to learn
how to predict the missing information from these im-
ages. Of course, this can only work for variables in the
knowledge graph that are reflected in the visual appear-
ance of a fabric. For a proof of concept, a method for
the simultaneous prediction of three variables of the
data model was developed: production place, produc-
tion timespan and technique or procedure.

For the last few years, Deep Learning and Convolu-
tional Neural Networks (CNNs) have emerged as pow-
erful tools for the classification of images [32]. Conse-
quently, they are also used for the prediction of meta-

14http://grlc.io/api/silknow/api
15https://ada.silknow.org/

data of individual records in the SILKNOW Knowl-
edge Graph from digital images. In this context, the
prediction of one of the variables mentioned in the pre-
vious paragraph is considered to be a task. As we want
to predict the metadata values of multiple variables
simultaneously, we apply multi task learning (MTL)
[33]. Our proposed network architecture takes RGB
images of the size 224x224 pixels as its input. The
first part of our network’s architecture is a pre-trained
ResNet-152 [34], which is used as a generic feature
extractor. This pre-trained part of the network is fol-
lowed by a fully connected layer that is shared across
all tasks, i.e. it learns a shared feature representation
that is independent from the specific task. In this way,
we want to consider the fact that the tasks are inher-
ently related. The network then splits up into three
task-specific branches. Each task-specific branch con-
sists of one fully connected layer and a final softmax
layer which is responsible for predicting the class label
of its corresponding task. The network architecture is
depicted in figure 8.

Fig. 8. Network architecture for multi-task learning. fc: fully con-
nected layers. ReLU: rectified linear unit. Kts,Kpp and Kte are the
numbers of classes for production timespan, production place, tech-
nique, respectively.

For training, we need training samples consisting
of images with known annotations. In principle, each
training image is classified by the current state of the
classifier. The result is compared to the known class
label of the training sample, and a loss that measures
how well the prediction fits to that known class label
is determined. Training itself consists of adapting the
parameters of the CNN such that the loss function be-

http://grlc.io/api/silknow/api
https://ada.silknow.org/


12 The SILKNOW Knowledge Graph

1 1

2 2

3 3

4 4

5 5

6 6

7 7

8 8

9 9

10 10

11 11

12 12

13 13

14 14

15 15

16 16

17 17

18 18

19 19

20 20

21 21

22 22

23 23

24 24

25 25

26 26

27 27

28 28

29 29

30 30

31 31

32 32

33 33

34 34

35 35

36 36

37 37

38 38

39 39

40 40

41 41

42 42

43 43

44 44

45 45

46 46

47 47

48 48

49 49

50 50

51 51

comes minimal. The loss function used in our method-
ology is based on the softmax cross-entropy function
[35], which we have modified in order to consider mul-
tiple tasks per sample:

E (w) = −
M∑

m=1

N∑
n=1

Km∑
k=1

tnmk · ln (yk (xn,w)) , (1)

where n is the index of a sample, m is the index of the
task, k is the index of one of the classes of the mth task.
Furthermore, tnmk is an indicator variable that equals 1
if the nth sample belongs to the kth class of the mth task
and zero otherwise, and yk is the network’s belief that
a sample belongs to class k that is the result of the fi-
nal softmax layer. During training, the loss function is
minimised using stochastic minibatch gradient descent
with Adapive Moments [36]. As each task of a training
sample has a known class label, the sum of tnmk over
all k has to be 1 for all m ∈ M. In our application,
the training samples are extracted from the Knowledge
Graph. However, because of the nature of the Knowl-
edge Graph, there are training samples for which this
constraint does not hold, i.e. samples for which the
class labels of some tasks are unknown (called incom-
plete samples). In our experiments we compared two
versions of the CNN training. In the first version, we
trained the CNN using only complete samples (MTL-
C), i.e., samples for which the true labels for all tasks
are known, while in the second case, we also consid-
ered incomplete samples (MTL-I).

The samples used for the training were extracted
from a preliminary version of the Knowledge Graph
(cf. section 4.1) only considering the IMATEX collec-
tion. The class labels that were considered for each
task were obtained by mapping the values of each la-
bel from the knowledge graph to a meaningful class
structure. In this way we generated a set of complete
samples and a set of samples with incomplete annota-
tions. Note that the set of incomplete samples includes
the set of complete samples. The number of samples
obtained for each class are shown in table 5.

For the experimental evaluation we trained our pro-
posed network architecture with complete samples
(MTL-C) as well as with incomplete samples (MTL-
I). The evaluation results are presented in table 6. The
table shows the overall accuracy, i.e., the percentage
of correct decisions, for all three tasks. These numbers
were determined in an experimental protocol involving
five-fold cross-validation.

Class name Complete Incomplete
samples samples

TS 2nd half 19th c. 1022 1160
1st half 20th c. 1611 2258
2nd half 20th c. 488 1201

PL Spain 394 2671
Catalonia 2727 4322
Italy - 551
Non-western - 880

TE drawing 1386 3854
embroidery 336 359
jacquard 1160 1276
weaving 239 307
damask - 579
velvet - 500

Table 5
Overview of the class distributions for all tasks. TS: production
timespan. PL: production place. TE: technique or procedure.

The results show that the class labels of previously
unseen images could be predicted with an overall ac-
curacy of over 92% if the CNN was trained only
with complete samples. This indicates that our MTL-
C CNN can be used to reliably predict the class la-
bels for the considered tasks and, thus, enriching the
SILKNOW Knowledge Graph. When also consider-
ing incomplete samples, the overall accuracy drops by
6% on average. On the one hand, these results indicate
that the joint layer is dominated by incomplete sam-
ples, which leads to a loss of generality for the feature
representation, resulting in a worse overall accuracy.
On the other hand, it has to be noted that the require-
ment to have only complete samples places restrictions
on the training data. For instance, table 5 shows that
some class labels only occurred in incomplete sam-
ples; these classes cannot be differentiated from oth-
ers if only complete samples can be considered for
training. In future work, we want to improve the train-
ing with incomplete samples by only considering them
for the task-specific branches. This way, we expect the
joint layer to keep its generality, thus increasing the
overall accuracy.

Task MTL-C MTL-I

production timespan 92.3 85.4
production place 95.4 86.0
technique 92.9 91.3

Average 93.5 87.6
Table 6

Overall accuracies [%] for MTL-C and MTL-I.
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5.2. Extracting structured metadata from textual
descriptions

The textual descriptors of the museums’ records
were used to find additional information about the
records using information extraction techniques. At
first, a handful of useful classes provided by domain
experts has been selected for extraction from the tex-
tual fields, those classes include:

– Technique used for the background of the tex-
tile: Tabby(Tafetán), Satin(Raso), Twill(Sarga).

– Technique used for the pictorial part: Damask,
Damassé(Adamascado), Espolinado(Brocading).

Figure 9 shows the distribution of the classes in the
museums and the mentions in the categorical and tex-
tual fields of some of those classes.

Fig. 9. Frequencies of mentions of some of the target classes in the
textual and categorical fields in museums.

Based on the target classes and the categorical and
textual descriptors, a dataset for each target class has
been formed to train and test a binary classification
model for each of the classes. These models can then
be used to extract the relevant techniques used in the
textiles of the silk artifacts from its textual description.

5.2.1. Dataset preparation
Out of the museums data, a dataset for each of the

target classes has been prepared. Initially, the specific
categorical and textual fields in each records that con-
tains the target classes has been inspected. Most of
the matches were in categorical fields like ‘technique‘,
‘category’, ‘material’, ’medium’ and textual fields like
‘description’, ‘medium (as textual field)’, and ‘details’.
However, it has been notices that a lot of categorical
fields contains mentions of more than one of the tar-
get classes at once, like having the same category field
containing ‘Satin’ and ‘Twill’ or ‘Damask’ and ‘Bro-
cading’.

To resolve the conflict mentions of different classes
in the category info of the same record, each textual
field in each museum record has been determined to
be positive, negative, or discarded example. A positive
example is a textual field where only the target class(or
one of its translations) exists in the categorical fields
of its record. A textual field is negative if it includes
the target class (or one of its translations) but the cat-
egorical fields of its record doesn’t. A field is consid-
ered discarded otherwise. The discarded cases include
the cases when the target class exists along with other
classes, which gives no clear sign whether the example
is a positive or negative.

An initial dataset has been formed based on the
above criteria for all the target variables. To provide
more negative examples for each class’s dataset, the
positive examples of the opposite classes have been
added as negatives. For example, for the ‘Damask’
class, the positive examples of the datasets of the
‘Damassé’ and ‘Brocading‘ classes have been added as
negative examples of the Damask dataset if they were
there before. Most of those items were classified as dis-
carded due to the lack of mentions of ‘Damask’ in both
the textual and the categorical fields.

Finally, we obtained the final datasets for each of
the target classes. Out of those datasets, the top three
datasets in terms of the number of positive examples
have been selected for experimenting. The details of
each of the chosen datasets is detailed in the next sec-
tion.

5.2.2. Case Studies
Satin(Raso)

The first dataset to experiment with was the one
with the class ‘Satin’. The dataset was built from the
English museums with additional negative examples
brought from the positive examples of the datasets of
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classes ‘Twill’ and ‘Tabby’. The final dataset has 4288
items, with 3430 training and 858 testing examples.

For feature extraction; TF-IDF, word2vec, and fast-
text has been used. For classifiers; linear SVM, ran-
dom forests, and gradient boosting decision trees have
been selected. The table 7 shows the results of training
using the stated embeddings and classifiers.

Embedding Classifier Acc. P. R. F1

TF-IDF Linear SVM 90.2 92 93.6 92.7
Random Forest 86.6 93.5 85.9 89.6

Gradient Boosting
Decision Trees 87.8 91.1 90.6 90.8

Word2Vec Linear SVM 83.7 90 85 87.5
Random Forest 78.7 87 80.1 83.4

Gradient Boosting
Decision Trees 84.7 90.8 85.9 88.3

Fast Text Linear SVM 84.6 90.2 86.4 88.3
Random Forest 80.8 89.4 80.8 84.9

Gradient Boosting
Decision Trees 83.6 90.6 84.1 87.3

Table 7
Model Statistics of different embeddings and classifier against the
‘Satin‘ dataset.

From the table, TFIDF with Linear SVM seems to
be the best method with good accuracy compared to
the baseline model of the majority class which was
66.9%.

As an alternative method of classification, the for-
mal definition of the word ‘Satin‘ has been used to
form a feature vector by averaging the embedding of
its words using the Fast Text word embedding. The
embedding of the examples of the dataset has been
formed in a similar manner. The example has been de-
termined to be positive or negative based on the co-
sine similarity between its embedding and the defini-
tion embedding if it exceeds a certain threshold. How-
ever, after experimenting with different thresholds and
comparing it with the actual labels of the examples, it
turned out that the results were worse than that of a
base model.
Damask(Damasco)
For testing how the model would perform on multi-
lingual data, a dataset was prepared for the class
‘Damask’ in both English and Spanish museums’
data. The dataset was built with the negative exam-
ples added from classes ‘Brocading(Espolinado)’ and
‘Damassé(Adamascado)’. The dataset has 776 train
and 195 test examples with a baseline majority class
of 55.9%. Table 8 shows the results against TF-IDF

as feature extraction method and the previously men-
tioned classifiers.

Embedding Classifier Acc. P. R. F1

TF-IDF Linear SVM 89.7 87.5 89.5 88.5
Random Forest 85.6 87.2 79.1 82.9

Gradient Boosting
Decision Trees 80.5 81.6 72.1 76.5

Table 8
Model statistics of the ‘Damask‘ dataset. TF-IDF embeddings have
been used with with SVM, Random Forest, and Gradient Boosting
Decision Trees Classifiers.

Brocading(Espolinado)
A similar experiment to the one done on ‘Damask’ has
been repeated for the ‘Espolinado(Brocading)’ class.
The resulting dataset has 683 train, 171 test, and a
baseline of 50.9%. Table 9 shows the models statistics.

Embedding Classifier Acc. P. R. F1

TF-IDF Linear SVM 93.6 96.2 90.5 93.3
Random Forest 92.4 96.1 88.1 91.9

Gradient Boosting
Decision Trees 92.4 93.8 90.5 92.1

Table 9
Model statistics of the ‘Brocading‘ dataset with the same settings as
in ‘Damask’ experiment.

6. Conclusion and Future Work

With this paper we presented you much of the
finished and ongoing work of the multidisciplinary
project SILKNOW and its central Knowledge Graph.
For the development of a Knowledge Graph, we de-
sign an ontology and a data model, based on existing
ones, especially CIDOC-CRM. We developed our own
Thesaurus designed by domain experts, which con-
tains concepts of the domain of silk textiles in 4 lan-
guages. We established and implemented a data col-
lection, extraction, conversion and upload workflow.
The SILKNOW Knowledge Graph and its already en-
riched data are now accessible both through an API
and the exploratory search engine ADASilk. Finally,
we presented results from our metadata prediction ex-
periments.

From the ontology to the data enrichment many
parts are however still under development. We are
for instance working on introducing new classes and
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properties, specifically for the domain of silk textiles,
which could be used by other projects afterwards. We
still experiment on prediction of metadata through im-
age analysis and natural language processing based
on existing data. Especially with regards to our ex-
ploratory search engine ADASilk we also want to
work on similarity and relatedness measures inside the
knowledge graph. These are some of the areas that we
will still refine in our future work.

The presented results are not only focused on the
cultural heritage sector, but also for other stakeholders
such as designers, artisans, educators, and especially to
the community that is the holder of this living heritage
that is silk. In this context, SILKNOW is committed to
contribute to the four principles of the 10 European Ini-
tiatives that define what the European Year of Cultural
Heritage 2018 stood for: Engagement, Sustainability,
Protection and Innovation.

One of the main objectives of this project is to safe-
guard the intangible heritage and creativity associated
to the European silk history. In order to do so, we
are aligned with the principles of the UNESCO Con-
vention on the Protection and Promotion of the Di-
versity of Cultural Expressions 2005 and in particular,
principle no. 7, ’Equitable access’. In fact, this Con-
vention follows the recommendation of another UN-
ESCO Convention, for the Safeguarding of the Intan-
gible Cultural Heritage (October 2003), fostering the
equitable access to a rich and diversified range of cul-
tural expressions from all over the world. Access of
world cultures to means of expression and dissemina-
tion constitute important elements for enhancing cul-
tural diversity and encouraging mutual understanding.
Our tools are aimed at the development of best prac-
tices for the management, conservation and dissemi-
nation of silk heritage at local, national and European
levels.

On the other hand, the silk heritage can be used as
a boost for innovation and sustainable development.
In this regard, we followed the Green Paper "Unlock-
ing the potential of cultural and creative industries of
the EU" which was the basis for the Creative Europe
Programme, in support of the European cultural and
creative sector. SILKNOW understands creative indus-
tries such as those traditional industries, such as Garin,
as catalysts for social development.
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