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CDMA System Design Through Asymptotic Analysis
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Abstract—We use results from the asymptotic analysis of and references in [3] and [4]) is used to study the system ca-
code-division multiple access with random spreading as a tool pacity of single-cell synchronous CDMA under the assumption
for gaining insight and deriving design guidelines on practical of random spreading sequences aagje systemsi.e., when

system issues, inspired by the current UMTS/IMT2000 standard- : . .
ization process. In particular, we consider a simple synchronous both the number of users and the spreading gaib go to in-

single-cell system with perfect power control and linear detection, finity, but the ratioor = K /L of users per chip converges to a
and we examine the following: 1) the optimal tradeoff between constant. These results have been extended in [8] to the case of
coding rate and spreading gain and 2) the comparison of different chip-synchronous, symbol-asynchronous systems, in [9] to the
multirate schemes. case of flat fading, in [10] to the case of multipath fading with

Our analysis shows that, for the sake of system spectral effi- - . . . .
ciency maximization, there exists a threshold®, /Ny below which nonideal channel estimation, and in [11] to the case of optimal

the single-user matched filter (SUMF) is optimal (within the limits ~ (nonlinear) multiuser detection.

of our system model). As far as multirate schemes are concerned, The main goal of this manuscript is to show how the the-
we show that multicode and variable-spreading with SUMF de- oretical results of [4] and [8] can be used to develop useful
tection are equivalent, while the former is uniformly better than design guidelines for some practical issues of CDMA systems.

the latter with linear minimum-mean-square error detection. Vari- - - . .
able-spreading can perform very close to multicode if high-rate This study is motivated by the debate around the standardiza-

users are detected by observing the whole “low-rate” symbol in- tion of UMTS/IMT2000 [12], [13] third-generation mobile
terval. Finally, we compare the capacity regions of the multimod- communication systems, and in particular by the definition of

ulation and multicode schemes versus th&, /Ny ratio. a UMTS air interface for satellite personal communications
Index Terms—CDMA system capacity, linear receivers, multi- [14]. In low-earth orbit satellite systems, because of the limited
rate CDMA, random spreading. on-board power and the high carrier frequency, line-of-sight

(LOS) propagation is necessary to close the link-budget.
Multipath is negligible, so that the channel can be modeled as
frequency flat. Users belonging to the same spot-beam are well
T HE system capacity of code-division multiple accesgojated from interbeam interference by the radiation pattern of

(CDMA) depends on several factors like user synchrgne spotheam antenna. Power control is able to compensate for
nism, the choice of spreading sequences, the partition of figiations due to the relative motion of the user terminal and
overall bandwidth expansion between spreading gain afih spot-beam. Therefore, by neglecting the possible Rician
channel coding rate, the effects and statistics of multipaitgumg and synchronization errorssynchronous CDMA with
propagation channels, the geometry of cell coverage apgfect power control is not an unrealistic model (asynchronous
sectorization, power control and power allocation schemes, fhgarference generated by other satellites in LOS can be either
type of receiver (coherent, noncoherent, single-user, multiusglien into account by suitably dimensioning the background
Iinear, nonlinear) used at the base stations and at the usgise power spectral density or eliminated by some beam
terminals. switching-off strategy).

Even by restricting the analysis twersimplifiedsingle-cell We consider a coded system where the receiver of each
synchronous CDMA systems with frequency-flat propagatiqgser consists of a linear filter front-end, viz., either a
channels, results depend on the set of spreading sequencess@fifle-user matched filter (SUMF) receiver or a linear min-
on the receiver scheme used. imum-mean-square error (LMMSE) receiver [7], followed by

The need to gain insight into the fundamental system desigrsingle-user decoder. The key performance measure here is
tradeoffs independently of the system fine structure motivatgg signal-to-interference-plus-noise ratio (SINR) at the filter
the asymptotic analysis based on random spreading sequengRBut. In fact, the users’ quality of service (QoS) can be
of [1]-[5]. In these works, the powerful theory of limiting Eigen'expressed in terms of a target SINR, depending on the user
value distribution of large random matrices (see [6] and [7{nhannel code.

This paper is organized as follows. In Section Il, we review
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pilot channel formats proposed for UMTS [12] to enable cqrobability to the valugs given by the following equations [4,
herent detection. Pilot channels can be either multiplexed intbeorem 3.1 and Proposition 3.3]:

the data symbols (pilot symbols) or superimposed to the data ~

signal as an additional spread spectrum signal (pilot signals). { 1t aE[M] (SUMF)

- (LMMSE). ®)

In Section IV, we compare different multirate CDMA schemes p=
[16]-[19] in terms of their asymptotic capacity region. Finally,

in Section V, we outline the main findings of this research.

TSy o e

Concerning the LMMSE casgi must be taken as the unique
positive solution to the relevant equation and the uniqueness of

Il. SYSTEM MODEL this solution is proven in [4, Proposition 3.2].
We consider a single-cell synchronous direct-sequence
CDMA system (DS-CDMA) with frequency-flat propagation [l. CODING VERSUSSPREADING

and perfect power control, so that fading and determinis_tic-rhe system spectral efficien@f a multiuser system is the
path attenuation are perfectly compensated for. The receigimper, of usersx bits/s/Hz that the system is able to support
front-end is formed by a chip-matched filter followed bysypject to a given QoS constraint on the transmission of each
sampling at the chip rate. We Iéf and L denote the number yser. we letr, andW denote the bit rate (bits/second) of each
of users and the spreading gain (number of chip per symbqlyer and the system bandwidth (Hertz), respectively. Then, we
w,ar, ands, = (1/VL)(sik,....sz.)" denote thekth have, — KR, /W . We assume also that users transmit at given
user complex amplitude (taking !nto account the carrier_ phasEbweﬂ?, sothatk, /Ny = (P/R,) /N is the same for all users.
modulation symbol, and spreading sequence, respectively. Fof, practical systems, a fractierof the transmission resource
each symbol interval, the receiver collects a veqtoof I per yser is dedicated to synchronization and channel estimation

chip-rate samples, which can be written as [7] [12], [13]. In UMTS, two main techniques are considered: mul-
tiplexed pilot symbols and superimposed pilot signals. Going
y=SWa+v (1) into the details of specific algorithms is out of the scope of this
paper. However, experimental evidence shows that the quality of
whereS = [sy,...,sk]isanL x K matrix whose columns are channel estimation provided by both the pilot symbols and pilot
the user spreading sequenc®¥, = diag(ws,...,wi),a = Signals technique depends mainlygrand provide similar re-
(a1,...,ax)?, andv = (v1,...,vy) is a complex circularly sults for the same [15]. Then, apart from practical implemen-

symmetric white Gaussian noise vector with per-componetation considerations, the two techniques are equivalent as far as
varianceE[|v¢|*] = No. Modulation symbols and spreadingchannel estimation is concerned. On the contrary, they may have
sequences have unit average energy, E#lqx|?] = 1 and a different impact on the system spectral efficiency, depending
E[|sk|?] for all k. The average received energy per symbain the type of linear receiver considered. Therefore, it is inter-
from userk is &, = |wx|? and the usek signal-to-noise ratio esting to study system spectral efficiency with pilot symbols or
(SNR) is given byyx = Ex/No. pilot signals for leaving as a parameter, wheses dgsigned in
The receiver of each uséris formed by a linear filtering Order to achieve (almost) perfect coherent detection.

operationz, = h/y, followed by single-user decoding acting Asymptotic SINR with Pilot Symbols¥ith this scheme, a

on the filter output. We consider SUMF and LMMSE receiver§actione of the transmitted symbols are pilot symbols known
[7], defined by the filter vectors to the receiver. The symbol rate necessary to achieve bit rate

R, is R, = R,/((1 — ¢)R), whereR is the channel coding

rate, expressed in bits/symbol. The resulting spreading gain is
(2) givenbylL = W/R, = (1—¢)RW/R, chip/symbol, where for

simplicity we assume that the chip rate is equal to the system
A Hed bandwidthiW 2 and thatL is an integer.
whereR, = cov(y) = SWW"SY 4 NoL. The SNR for each user is given by = (P/R.)/Ny =

Following [4], we model the spreading sequences a$_ .)RE,/N,, and the channel load is given by= K/L =

random with independently, identically distributed (i.i.d.)7/((1_5)R)' By using these expressions in (3) and by using the
complex circularly symmetric entriess;;, such that factthat all users have the same SNR (hg.= ~ with proba-
Elsex] = 0, ElJse 2] = 1, and E[|s¢ 1 |*] < . Lety{") be a bility 1), we obtain the asymptotic output SINR as a function of
random variable obtained by selecting at random with uniforthe basic system parameters

probability the SNR of a user, i.ePr(+\) = ;) = 1/K,

. — WSk (SUMF)
"7 lwRys, (LMMSE)

forall # = 1,...,K. As K — o, we assume thatf,K) % (SUMF)
converges in distribution to a random variabje, with a S e _+ 7)7}?35/ /?\7 4
given cumulative distribution function (cdfy, (z). Finally, we p= ET/Z)NOO (LMMSE). )

assume darge systemi.e., we letK, L — oo while K/L is 147
finite and converges to a given value Notice that the ratio

K/L is the “channel load,” measured users per chipUnder 2This is equivalent to assume ideal zero excess-bandwidth Nyquist
the above Cond't.'onsv the SINR at th? output of an SUMF aRMkp-shaping pulses. In UMTS, the chip-shaping pulse is root-raised cosine
an LMMSE receiver for a user with given SNRconverges in [20] with rolloff 0.22 (see [12] and references therein).

1+
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Asymptotic SINR with Pilot Signalsawith this scheme, each where 3,,, is defined as the minimum required SINR
user transmits a data signal at poWer ¢)P and a pilot signal for which a QAM/PSK modulation with cardinality™
at powereP. Pilot signals are spread-spectrum signals, formally ~ achieves the target BER (with coherent detection).
identical to data signals, but modulated by a training symbol We evaluate the BER as a function @by making a
sequence known to the receiver. The system with pilot signalsis  Gaussian approximation of the receiver filter output and
equivalent to a system witt¥ virtual users. “Data” and “pilot” by assuming Gray binary labeling of the modulation sym-
users have the same symbol réte = R, /R and SNRsy; = bols [20]. Then, the BER of QAM/PSK modulations is
(1 —¢)PRE,/Ny andvy: = ¢RE, /Ny, respectively. By using given by

these expressions in (3) and by using the fact that therd{are
virtual users with SNRy; andK virtual users with SNRy, (i.e., BER =~

~r takes on values; and~, with probability 1/2), we obtain (Q(v2p), m=1 (BPSK)
the asymptotic output SINR as a function of the basic system | @(/73), m =2 (QPSK
parameters 2 Lo T _
mQ< 2sin (27")/>’ m=23 (8PSK

p= 4 38 .

(1—e)REy, /Ny (SUMF) EQ< o 1] m >3 (2"—QAM).

L1+nky/No - N e
(L—9RE, /N, (LMMSE)
1 € ’ ’ AN =)
1+(1—€)nky/No <m + m) whereQ(z) = (2r)~Y2 [ exp(—u?/2) du.

©) A. Spectral Efficiency with the FER Constraint

Notice that, with the SUMF receiver, pilot signals and pilot sym- We study the system spectral efficiengyas a function of
bols yield the same asymptotic SINR. Therefore, these tedhe required SINRS for the coding ratel(3) = logy(1 + 3)
niques with SUMF are equivalent in terms of system spectiaduced by the above FER constraint, and by treafihg/No
efficiency. ande as given system parameters.

QoS Constraints:The user coding rat® is related to the = The asymptotic SINR equations (4) and (5) can be put in the
desired SINRS at the receiver output by some QoS requirgorm
ment. Typically, the functiorR = R(j3) for any meaningful B
QoS constraint is nondecreasinginDepending on the appli- 8= (1 E)}j(ﬁ)EEbé\]fvo
cation, QoS is given in terms of the target bit-error rate (BER) or + () By /No

frame-error rate (FER). For example, data transmission requif@erer(3) = log,(1+/3) and given in (9), shown at the bottom

very small FER (e.g.£107°) and speech transmission (M0yf the page. Following the approach of [4, Proposition 3.2], we
bile telephony) requires not too large BER (e.g., betweer? 10 gyrite (8) as

and 10°%). Driven by this rationale, we consider an FER con-
straint suited to data transmission and a BER constraint suited
to speech transmission. In particular, we study the asymptotic
system spectral efficiency subject to the following. _
We notice that

1) Arbitrarily small FER, assuming optimal channel codes

(i.e., single-user capacity achieving Gaussian codes). . (1 +nEy/No)

Since with Gaussian codes the output of the receiver é%g(ﬁ) T (1-¢) Eb/NOI (2)

linear filter is Gaussian, this yields the rate function

R(j3) = log,(1+ ), wherej is the SINR at the receiver forall types of receivers considered. The functj¢p) is strictly

filter output. increasing for3 > 0 with the SUMF while it first decreases to
2) Given target BER, assuming uncoded quadrature amgiminimum and then increases with the LMMSE.

tude modulation (QAM)/phase-shift keying (PSK) mod- As far as the solution of (10) with respect/fds concerned,

ulation with bits/symbol. This yields the rate functionthe following remarks are in order.

» The solution of (10) may not exist or may not be unique. In

(8)

A B+ C(8) 1 EufNo)
9(8) = (1 - e)R(P) EZ/N0 ' (10)

R(B) =m, for Bm < B < Bt (6) fact, this behavior of the SINR equation is different from
Csumr(B) =1, (Pilot symbols or pilot signa] SUMF)
¢(B) =< Gamse1(B) = 11;/‘3 +17 (5/(51 =R (Pilot signalsLMMSE) 9)

Cvmse2(8) =1/(1+ 5), (Pilot symbolsLMMSE)
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the case of [4, Proposition 3.2], wheyés assumed to be  °° ! ' : ! ! ! ;

independent of the coding rate.
e If n < (1 —¢)logye — 1/(E,/No), (10) has a unique  os
solution which satisfies the inequalities

o
>

Bsumr < BvmsE,1 < BMMSE,2

deriving from

Csumr(B) > Gumse,1(8) > (umse,2(F) (11)

which holds under the reasonable assumptionha.5 0b o NN
(i.e., less than 50% of the system resources are devoted

7 [users x bivs/Hz]
o
(2]

pilot transmission). 21 p————— L T RIS R
» Otherwise, there is no solution for the SUMF, but there —s—  LMMSE,pilot symbols|:

may be one for the LMMSE with pilot symbols or pilot —e— LMMSEpilot signals |: : ,

signals. In both cases, if any solution exists, therearetw % =5 =0 = 3 s ® s »

. . . SINR [dB]
ones, and the smaller must be discarded. A solution exists teel

if and only if the minimum ofg(/) for 3 > 0 is smaller Fig. 1. Asymptotic spectral efficienoy of DS-CDMA versus required SINR

than 1. A with e = 0.20 andE,, /N, = 2 dB.
By solving (10), we obtai} as a function of; and the system
parameters, /Ny ande. Equivalently, from (8), we can write 2 T T ; ; T e ;
the system spectral efficieneyas a function of3 7 SRR RN N M SN T T -
1 [(1—e)R(B) 1 voboo — S A ] o\ —
B) = { - . 12 z ; z LA 5 ;
) cB) 3 Ey/No . (12) : : ; : : : :

N
g

¢
i

The following remarks are in order.

» The E, /N, necessary to have nonzero spectral efficienc
for given 3 ande must satisfy

-

(5]
T
D
1

i

7 [users x bit/s/Hz)
o h
Lo

2 <ﬂ) 6P
NO - NO min o (1 — E)R(ﬁ) ) 06

* By using (11) into (12), still assuming that less than 50% o4 SESUS SSRSURS SSRRINS SRR N S | s
of the system resources are devoted to pilot transmissic _ | EMMSE, pilot symbols| -+~ 4
the system spectral efficiencies with the differenttypesc | | —e— LMMSE:pilot signals |

receiver are ordered as follows: Y= -+ & p s - -3
SINR [dB]

nsumr(F) < mvmse,1(8) < mvamse,2(8). _ , B _

Fig. 2. Asymptotic spectral efficienay of DS-CDMA versus required SINR
Intuitively, the performance of the LMMSE receiver with pilot3 with e = 0.20 and £, /No = 10 dB.
signals is worse than with pilot symbols because the former
case is equivalent to havirB{ users and spreading galn= Qualitatively, we observe that, for low values Bf /N, (see
RW/ Ry, while the latter is equivalent to having only users Fig. 1), the asymptotic system spectral efficiency for both the
and spreading gain reduced by the fa¢for€). Fore < 0.5,the  SUMF and the LMMSE receivers decreases as the target SINR
channel load (total number of equivalent users per chip) is largerincreases. The system spectral efficiency is maximized by
in the pilot signals case. In other words, pilot signals expamti — 0, which impliesR — 0. From a practical system de-
the dimension of the signal subspace spanned by the multidegn point of view, this means that, for low, /Ny, a system
access interference. Now, it is well known that linear multiuseptimized for spectral efficiency has a very large number of
receivers perform poorly when the dimension of the interferenasers with negligible coding rate. The overall bandwidth expan-
subspace is a large fraction of the spreading gain [7] (this effesibn factori¥V/ R, is entirely devoted to low-rate coding and the
is sometimes referred to as “dimensional crowding” [22]). Fapreading gain should be as small as possible {i.ex,1). This
e = 0.5, the two system have the same spectral efficiency, kisd of systems is proposed, for example, in [21] under the name
can be seen by inspection of (4) and (5). of code-spread CDMA

Figs. 1 and 2 show versus3 for F, /Ny = 2and 10dB, and  On the contrary, with LMMSE and sufficiently high, /No

for e = 0.2. This corresponds to about6 dB of pilot-to-data (see Fig. 2),n is first increasing and then decreasing with
signal power ratio and to one pilot every five transmitted syn. From a practical system design point of view, this means
bols. These values appear to be quite realistic in order to enstirat in a system optimized for spectral efficiency the overall
coherent detection, as shown by simulations of practical systeb@dwidth expansion factoiV/R, is allocated partly to
[15], [14]. spreading and partly to coding. The optimum coding rate
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iS Ropt = logy(1 + fope) and the corresponding optimum ' : [suwl‘ ' : °
spreading gain is given by : —e—  LMMSE,pilot symbols
12f - T LMMSE pilot gnals

W 5 5 5 : - -~ Modulation rate (bit/sym)

L= R(ﬂol’t)E (13) Lo N T

L
o

where/, is the value of the target SINR maximizimg
In all cases;, approaches zero fo8 > Buax(e, Eyv/No)
which is a solution of the equation

3
logy (1 + )

Interestingly,Bmax (¢, Ey /No) depends om and onE, /Ny, and
it is independent of the type of receiver and of the pilot tech
nique.

We can prove analytically the above qualitative result:
by considering the expression (12) of the system spectral
efficiency. We obtain the following. Fig. 3. Asymptotic spectral efficiency of DS-CDMA versus required SINR

B with e = 0.20, E, /N, = 10 dB, and uncoded QAM/PSK with target BER

» For the SUMF equal to 10°2.

d log,(1+3) log, ¢

= - |- 0 _

ag I3 B+1)p v

fore € (0,1) andg > 0, which implies that; is a de- = tﬂﬂi?ﬁllﬁii.’g"‘nﬁf!s

Creas|ng function Oﬁ. 2ry - -~ Modulation rate (bit/sym)
» For the LMMSE with pilot symbols : : : :

2 _ 10g2(1 + /3) (/3 + 2) log, e
Wﬁ(ﬁ) =(1-¢9 {2 2 (B+1)p? }

Hence, there may be a single zero(dfd3)n(3) (and a
maximum ofr(/3)) provided tha{d/d3)n(0) > 0, which
holds if and only if

Eb Eb 210g2
- = = =" 15
No~ <N0>m l-e (19)

n [users x biv'sHz]

|
w
(wéspq) eres uonenpoly

£,

=(1-aF (14)

12 14 186 18 20

(3
PO
3

10
SINR [dB]

25 T T T T T T T T T 6

@
T

< 0.

7 [users x bit/'s/Hz)

T
w
(wAsma) eves uoneinpoyy

051

« With pilot signals, the analysis is more complicated. How- ° * ~* ¢ & e © " ©

ever, we can show that(/3) has a maximum for positive

Bfore < 0.5 and a”Eb/NO above the value Fig. 4. Asymptotic spectral efficiency of DS-CDMA versus required SINR
B with e = 0.20, E, /N, = 15 dB, and uncoded QAM/PSK with target BER

E 2log 2 1-2 21loe 2 equal to 16°2.
<_b> ~ 2log [1 e( £) } , 2log2 e
NoJy 1-¢ 1 — 3¢ 4 4¢2 1—

spectively. The peaks of the spectral efficiency curves corre-
In other words, with the LMMSE receiver, there exists gpond (from left to right) to binary PSK (BPSK), quadrature
threshold value ofE,/N,, albeit quite low, below which PSK (QPSK), 8PSK, 16QAM, and 32QAM constellations.
the system spectral efficiency is maximized By— 0, and  With the SUMF, the maximum spectral efficiency is attained
coincides with the maximum spectral efficiency attained byy BPSK and QPSK. It is easy to show that these two modula-
the SUMF. In this case, if system spectral efficiency is thgon formats are equivalent in terms of spectral efficiency, since
main performance indicator, there is no point in using the motige BPSK system is able to support twice as many users as the
complicated LMMSE receiver. By letting = 0.2 in (15), we QPSK system, with half bits/second/Hertz per user.
obtain the threshold valugt, /No)u, = 2.39 dB, whichisin  With the LMMSE receiver, a different behavior can be ob-
agreement with the behavior shown in Figs. 1 and 2. served. ForE, /N, lower than a threshold, the spectral effi-
o ) _ciency is maximum for QPSK (see Fig. 3). We notice that QPSK
B. Spectral Efficiency with Uncoded QAM and BER Constraigf,y gpsk are not equivalent with LMMSE detection. In par-
Consider now the case of uncoded QAM, for whigl)3) is ticular, it can be shown that QPSK vyields better spectral effi-
given by (6). The closed-form analysis in this case is compliiency than BPSK for alF, /Ny. This is due to the dimensional
cated by the fact thak(73) is a piecewise constant function ofcrowding effect already observed for pilot signals, since the
3. However, the behavior af(3) is qualitatively similar to that BPSK would need to support twice as many users as the QPSK
observed above for the case of optimal Gaussian codes.  system, in order to have the same spectral efficiencyFz¢N,
Figs. 3 and 4 show the system spectral efficiency for targlarger than the threshold, the spectral efficiency is maximum
BER equal to 162,¢ = 0.2, F,/No, = 10 and 15 dB, re- for signal constellations larger than QPSK (see Fig. 4, where



BIGLIERI et al. CDMA SYSTEM DESIGN THROUGH ASYMPTOTIC ANALYSIS 1887

the maximum is attained by 16QAM). The threshold value @gDbviously, this includes the SUMF asymptotic capacity re-
L, /Ny can be calculated numerically, and depends on the BEfoN.)

target and orz. An interesting property of MM is that the optimal power al-
location problem can be solved in closed form. In fact, for all
IV. COMPARISON OFMULTIRATE FORMATS (a1,a2) € R, the SNRsy; required to achieve SINRS; is
In this section, we show how the asymptotic random sequen%\e/en by
analysis can be used to select a multirate format. We consider B;
two user classes of siz€; and K-, with bit ratesR,; < Ri» 1_22—065 (SUMF)
bits/s, respectively, and assume that the rate ratioR,2/ Ry Ny = J=1 I 1)
is an integer greater than 1. Bi (LMMSE).
As before, we study the asymptotic system performance in 1— 2]2,: L O‘Jli—%j

the limit for K;, Ko — oo, while the numbers of users per

chip K1 /L and K, /L converge to constant values anda;, We can make here a link to the results of [23], which will be
respectively. Let3; and~; be the SINR at the linear receiveruseful in the discussion of the VS case below. In [23], itis shown
output (SUMF or LMMSE) and the SNR of a user in class  that most power control problems can be formulated in the form
1,2. The two classes are characterized by SINR requirement> I(v), where is the vector of assigned user SNRs, and
B > ; and SNR constraing; < ;. Following [4], we define 1(v) = (I1(v),...,Ix(v)) is a (vector) interference function.

the multirate system capacity regiGhas An interference function is said to feasibleif there exists a
- nonnegative solution to the above inequality. The interference
R ={(a1,a2) € Ri;ﬁi > G <7, fori=1,2}. functionI(~) is said to bestandardif the following conditions

(17) hold for ally > 0: a)I(y) > 0 (positivity); b)y > + =
The boundary oR is the set of pairéa; , a2) for whichitisnot  I(~) > I(+’) (monotonicity); and c)I(v) > I(x~) for all x >

possible to stay ifR by increasing both components. 1 (scalability). IfI(v) is standard, the power control iteration
Among the methods recently proposed for implementing

multirate CDMA (see, e.g., [16]-[19]), we examine and com- Ynt1 = I{vp) (22)

pare multimodulation (MM), multicode (MC), and variable

spreading (VS). is globally convergent to a uniqgue SNR vectdér Moreover;y*

the componentwise minimum feasible SNR assignment, i.e., for

A. Multimodulation Scheme every~ achieving the SINR target for all users> ~v* [23].
With MM, users of both classes transmit with the SameI In our case, the required SINR targgtsare met by both

symbol rateR,, by using different coded-modulation scheme§3SS€s if [4]

with spectral efficiencyR; = Ry /R, and Ry = Ry»/R, i (SUMF)

bits/symbol, respectively. The spreading gdin= W/R; is 1+ Z%_l v

common to both classes. B < T Vi (23)
Since the two sets of users transmit with different coded-mod- (MMSE).

_ : ent co 1452 a0
ulation schemes, they have different SINR requiremgptsnd =L Vi
f2. In order to obtain results independent of the specific coded-

modulation schemes used, we assume that optimal Gausgig above inequalities yield the interference function defined

codes are used. Thus, the SINR requirements are componentwise (fof = 1,2) by
By=2f 1 Bi(1+ 50 e (SUMF)
By =2 1. @a8) Liln,72) =

A ViV
@<L+Zl:m—————> (LMMSE).
, o , I i s

The asymptotic capacity region for MM has been found in [4].

For the sake of completeness, we provide the expression in tHe easy to show that the above interference function is standard

case of two classes considered in this paper. With SUMF @ad that the SNR assignment given by (21) is the unique fixed
ceiver,R is defined by the inequality point of iteration (22), i.e., it is the componentwise minimum

feasible SNR assignment.

B Bs The boundary ofR is given by equality in (19) [respectively,

- —} ; [1 - —} (19) in (20)]. In general, the minimum in the right-hand side (RHS)
+ + is achieved by one of the classes (say, classhen, the power

control solution (21) gives; = 4; for classi, while v; < 4,
for the other class. In other words, the users in the class with
- - - - the tightest power constraint must transmit at their maximum
o /317 + /327 < min [1 _ /3_1} 7 [1 — /3_2} . SNR, while the users in the class with loosest power constraint

1+ /5 1+ 52 + + transmit at SNR below their maximum. The system capacity is

(20) limited by the class with largest ratj@; /7;.

a1+ aofa < min{ {1 - —
2t Y2

With LMMSE receiver,R is defined by the inequality
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B. Multicode Scheme

With MC, every high-rate user divides its data stream into ~ HIGH-RATE
7 substreams (“virtual low-rate users”). Each substream is indi-
vidually spread and transmitted, and each virtual user is detected 1,gw-gare 1
by an independent receiver. Under the assumption of random
spreading, the MC system is equivalent to a single-rate system
with a = a1 + ras users/chip, all with the same bit-rafg,
or, equivalently, with the same spectral efficieriey = TRy .
The SINR requirement ig; given in (18) and the capacity re- LOW-RATE 3
gion is immediately obtained as

LOW-RATE 2

LOW-RATE 4

_ 1 } (SUMF) LONG INTERVAL
* (24)

SHORT INTERVAL

ay +raz <

3
1+ [BL - ;} (LMMSE)
b Ty Fig. 5. Decomposition of a high-rate user imttow-rate virtual usersi= 4

. . . in this example).
where; is the SNR constraint for a user of the equivalent

single-rate system. ) )

The boundary of the MC capacity region is achieved whe¥ applying the powerful results of [6] (used in [8] to solve
each equivalent low-rate user transmits at its maximum SNR the single-rate F:hlp-synchronous symbol-asynchronous CDMA
This implies that the transmit power of high-rate users is eqLFéis?)’ we obtain closed-form results also for VS. The'se results
to  times the transmit power of low-rate users, as it is obviog¥hich are new to the authors’ knowledge) are stated in the fol-
from the signal-splitting MC approach. lowing propositions _Whose proof is postponed to Appendix A

Also, we must keep in mind that the capacity regions derived Proposition 1: With the SUMF receiver, the asymptotic
by the asymptotic analysis are valid for random spreadi@{Stem capacity region of VS is exactly the same of MC, given
sequences. With MC, all the virtual users corresponding to'" (24). ) ] ] -
the same high-rate user could be made orthogonal by choosin§!oW. We turn our attention to the more interesting case of
mutually orthogonal spreading sequences (typically, ditMMSE receiver. F_or low-rate users, we have the_ following.
ferent Walsh—-Hadamard sequences, chip-wise multiplied by &’roposition 2: With the LMMSE, the asymptotic SINR of
common scrambling sequence in order to randomize nonorthégy-rate users is given by the unique nonnegative solution of
onal interference from the other users). The random-signatdf fixed-point equation
sequence approach followed in this paper cannot take this
orthogonality constraint into consideration. However, mutual P = o n TR (25)
orthogonality is expected to have little impact on the uplink, 14+ a; +ra
since the main source of impairment is the nonorthogonal

1+ /4 2N+ Bz

interference from other users. O

With the LMMSE, the symbols of high-rate users can be
C. Variable-Spreading Scheme detected either by considering only the short symbol interval
of duration1/(rR,) over which the corresponding spreading

With VS, hlgh_-rate users transmit with a symbol ratlés. sequence is nonzero, or by considering the whole symbol in-
Thus, the effective spreading sequence length for a h|gh—r?ee

: : o rval of durationl /R, [16]. For the sake of brevity, we nick-
user isL/r (assumed to be integer). This is conceptually sin)- . ; .
. i o . ame these two linear detection schemes for high-rate users as
ilar to the multicode scheme: in fact, a high-rate user can

: . Short-interval” and “long-interval,” respectively. Short-interval
decomposed inte virtual low-rate users whose sequences aEEe

. B ; . S etection is less complex, since it requires shorter linear filters.
zero in a part of the “long” symbol interval, as shown in Fig. . .
. owever, since the interference created by low-rate user sym-
Both classes of users have the same coded-modulation Spo%?é over high-rate user symbols is correlated over the whole
tral efficiency R;. In fact, Ry = Ry1/Rs = Ru2/(rR;), since 9 Y

; ) . long symbol interval, we expect that the short-interval detection
Rys = rRy1. High-rate users transmit at powetimes larger .
. . ” suffers from some performance degradation. We have the fol-
than low-rate users. Since their symbol rate: ismes larger,

. : . lowing.
their SNR constraint (energy per_symbol 0Vé) is the same Proposition 3: With LMMSE receiver andshort-interval
as for low-rate users. Hence, as in the MC case, all users hav

the same SINR requiremefit — 2% — 1 and the same SNR e?ectlon,. the asymptotlc SINR bi‘gh?rate users is the unique
constrainty nonnegative solution of the fixed-point equation
1-

Intuitively, we expect that the capacity region of VS is some- Yo
what similar to that of MC. However, the asymptotic analysis P = 72 TR (26)
ba_lsed on purely random sequences is not directly_ applicable_in 1+ o Y2 + 1127 +rag 1+ B
this case, because the spreading sequences, being constrained
to be zero on certain symbols, are not random. Nevertheless, O
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Proposition 4: With LMMSE receiver andong-interval de- then the SINR requirement for class satisfied, while if
tection, the asymptotic SINR difigh-rate users is given by the

unique nonnegative solution of the fixed-point equation v =n <L) (31)
Yo then the SINR requirement for classs not satisfied. In order
P2 = 1+a Yive ] V2 (27) 1o check if a pair(ce1, o) is inside the capacity region, it is

! Yo(1 4 3) + v /r tron 143 sufficient to run the power control recursion based GH** ()
and calculate its fixed point*. If (30) is met for bothi = 1, 2,

where 3 is the unique nonnegative solution of the fixed-poirfen(az, az) € R.

equation Since the interference function is componentwise increasing
in a1 andaeg, it is easy to see that any straight ling = zaq,
r—1 for z € R4, intersects the capacity region boundary in a single
/A _ e (28) point. Then, the points on the boundary can be obtained by
1+ N, 172 searching for the intersection for all directions

2 ~ -
L+5 0 m A

D. Numerical Results

_ _ _ u In our example, low-rate users transmit with spectral effi-
The following result states the desired comparison betwegancy R, = 0.5 bits/symbol and the rate ratio is= 4 (i.e.,
MC and VS. Ry1 = 0.5R, and Ry, = 2R, bits/s, whereR, is the symbol

Proposition 5: Let RM< RVS1one and RY=shert denote rate of low-rate users). We compare the system capacity as-
the capacity regions with LMMSE receiver for the MC, VSuming that both low-rate and high-rate users have the same
(long-interval detection), and VS (short-interval detection) sygz, /1. Then, the SNR constraint for low-rate users (in MM)

tems. Then, the inclusion relation and for both low-rate and equivalent low-rate users (in MC and
) ) VS) is given byy, = R; E,, /Ny, while the SNR constraint for
RMC o RVSlong 5 R VSshort high-rate users in MM is given by, = rR, E;,/No = 771.

B Figs. 6 and 7 show the asymptotic capacity region boundaries
holds for all given system parameters (SINR requirem&nt for MM, MC, and VS with SUMF and LMMSE receivers, for
rate ratior > 1, and SNR constrainy; ). 0  E,/N, = 3dBandE,/N, = 10 dB, respectively. Some com-

Unfortunately, the power control problem for VS withments are in order.
LMMSE receiver does not have a nice closed-form solution as1) Equivalence of MC and VS (Long-Interval Detec-
for MM. Then, in order to plot the capacity region boundary fofion): The capacity regions of MC and VS with LMMSE and
VS/LMMSE, we resort to a semi-analytic method exploitingong-interval detection are almost identical. In Appendix A, we
the power control iteration (22) with the proper definition of grove that the tern® in Proposition 4 satisfies
standard interference function.

By substituting, = B, = /3 into the SINR equations <= 1/31
(25)—(27), we obtain the interference function (defined compo- r
nentwise) wheref; is the solution of (25), i.e., it is the SINR of low-rate
users in the VS system. If we repla@dy (» — 1/7)5; in (27),
_ A " . Y2 it is immediate to show that the optimal power control yields
L y2) =5 <1 oy + 5 tra T+ /31’72> v = Y2 = 71, which impliesj3; = /.. With this substitution,
2 Y1Y2 the expressions gf; and /3, become identical to that ¢f; in
Ir(1,72) = B <1 T v (L + y(71,72)) + 1 Bi/r the MC system, therefore the corresponding capacity region co-
v incides with that of MC. From the above argument, itis intuitive
+raag 7 ) (29) toseethatif3is very close tdr — 1/7)/31, then the VS and the

MC capacity regions will be also very close. This is precisely
where y(y1,72) = 0 for short-interval detection and what happens for ourchoic;e of system_parameters. Most impor-
Y, ) = 3 for long-interval detection. The above in_tqntly, we checked numerically that this fact occurs for a very
terference function is standard. wide range of system parametefs ( Ny, R; andr). Therefore,

From [23], we know that the new interference function in?/€ ¢an conclude that the MC and the VS (with long-interval
cluding the SNR constraint, given by detect_|0n) s_ystems_ are (almost) equivalent from the asymptotic
capacity point of view.

2) Comparison Between MM and MGn Appendix B, we
prove that, with LMMSE receiver, the (absolute) slope of the
Jyl capacity region boundary is always larger than that of MC,

IfonStr'(’yl ’ 72) = Inin{-[i (717 72)7 ’71}

is also standard. Therefore, the resulting power control recursfxI

(22) is globally convergent. Moreover, its unique fixed pojiit  3Notice that, unlike the capacity region of the “classical” multiple-access
has the property that if channel [24], these capacity regions need not be convex, unless an explicit con-
vexification based on time-sharing between different gairs «) is done (this
. . is equivalent to take the convex hull of the points obtained from the above algo-
v =L)< ; (30)  rithm).



1890 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 48, NO. 11, NOVEMBER 2000

Multirate capacity region, Eb/NO = 3dB, R1 = 0.5, R2 = 2 bit/symbol

e 3) On the Correct Interpretation of the Asymptotic Capacity

05

045 “"‘=:\,.‘ o MMLMMSE | Regions: At first glance, the fact that the capacity boundaries
DN wwseier MC, LMMSE for MM and VS do not coincide with that of MC fa, — 0
04 RN Tl vSivmsedens  I] might appear strange. In fact, fap strictly equal to 0, all sys-
035 \ . tems are equivalent (all reduce to a single-rate systemaith
03 \\ \ - users per chip). However, this behavior is easily explained if
R N e we take into account that the asymptotic analysis is valid under
- \.\_‘ the assumption that the number of userdoth classegi.e.,
02 RN both K; and K>) goes to infinity asl. — oc. Obviously, this
015 " assumption rules out the case @f identically zero. The in-
01 R g g tersection of the capacity region boundaries with the horizontal
. g e and vertical axes should be interpreted as the limitefor 0
N RN N and fora; — 0, respectively. In other words, in the MM and
O oz 04 o5 o8 1 12 ¢ 1s 15 : VSsystems, even an arbitrarily small (but positive) fraction of

o

high-rate users per chip is sufficient to make the whole system
Fig. 6. Capacity regions of MM, MC, and VS systems, @ = 0.5 Performworse than a single-rate low-rate system. This is due to

bit/symbol,r = 4, andE, /N, = 3 dB. the fact that in MM and VS the most stringent power constraint
is determined by high-rate users. Therefore, the system capacity
12 Multicate capacity region, EVNO = 10dB, R1 = 0.5, R2 = 2 bit/symbol is dominated by the SINR requirement of high-rate users, even
. MM, LMMSE if these are a negligible fraction of the overall users.
) N y&;&%‘;ﬂ) | 4) Suboptimality of VS with Short-Interval DetectioApart
—-_VS.LMMSE (long) from the limiting casex; — 0, the VS system with LMMSE
o receiver and short-interval detection performs uniformly worse
’ e than VS with long-interval detection and MC.
T 5) Empirical SINR CDF:In order to validate our analysis,
o6 "~-~...::;\ we simulated a chip and symbol synchronous system with
S~ { "‘*\».:::\ random spreadind, = 128, R; = 0.5, = 4, and £, /Ny = 3
o4 " ~ IR dB, with MM, MC, and VS (both long- and short-interval
—— a TN . detection). Figs. 8 and 9 show the empirical SINR cdf obtained
02 N by generating 5000 independent sets of spreading sequences,
\\ TR for the different systems, for SUMF and LMMSE receivers,
o5 pye " 15 " EE—— s respectively. The vertical lines indicate the SINR targets
& B =20 —1=-382dBandB, =22 —1=4.77dB.Inall
Fig. 7. Capacity regions of MM, MC, and VS systems, @ = 0.5 CASES, We chos(evl,ocQ)_to be opthe capacity region boundary,
bit/symbol,r = 4, andE,/No = 10 dB. with a; at about half of its maximum value, ang, - to be the
corresponding values obtained by the optimal power control

that the MM capacity region boundary intersects the horizont: gursion. .
axis in «; always less than the corresponding intersection ofWe observe that in all cases the SINR of the actual random

MC. and that an intersection of the two boundaries exists if system with finiteL is distributed around its target SINR. The
' SINR distribution tails for high-rate users and VS are larger,

1 (1- 2(1—7*)R1) (2rfr — 1) since the actual spreading gain for high-rate symbols is only
Ey/No 2 R R T (32)  128/4 = 32 chips.

"7 arRi(2R 1)

. . V. CONCLUSION
The RHS of the above inequality, evaluated f&r = 0.5 and

r = 4, yields 4.3 dB. In fact, in Fig. 6K, /N, = 3 dB) the MC We have applied the recently proposed asymptotic analysis
capacity region contains the MM capacity region, while in Fig. @f large CDMA system based on random spreading sequences
(Ey/No = 3 dB) the MM capacity region is not contained intato some design issues inspired by the current standardization
that of MC. The MM capacity region contains the MC capacitgf third-generation wireless mobile systems. Even though our
region only in the limiting case of a noiseless system, i.e., fanodel is very simple, it is representative of some satellite sys-
E, /Ny — oo, tems for personal communications and our approach might be
With LMMSE, MM outperform MC and VS for large, and  extended to more general systems.

small g, provided that (32) is satisfied. This is an unlikely sit- First, we considered the tradeoff between channel coding rate
uation because a real system is expected to operate with a large spreading gain in order to maximize the overall system spec-
number of low-rate users and a small number of high-rate usdral efficiency of a single-rate system. The impact of channel es-
In this case, MC and VS are distinctly better than MM, espémation techniques based on pilot symbols and on pilot signals
cially for low E, /Ny (this agrees with the experimental resultsvas taken into account. With the SUMF receiver, the two pilot
of [17]). schemes are equivalent, while pilot symbols yield a better spec-



BIGLIERI et al. CDMA SYSTEM DESIGN THROUGH ASYMPTOTIC ANALYSIS 1891

1 T e ® , is distinctly worse than MC. MM may perform better than

§ f MC for £, /N, above a given threshold (given in closed form)

/ | and when the fraction of high-rate users is large. Monte Carlo

,;-' | simulation results are in close agreement with our analysis

and show that the empirical cdf of the received SINR of a

06 —— WM.IR i finite-dimensional system concentrates its probability mass
around the asymptotic SINR.

0.8

Empirical SINR cdf
|
1
8

0.4

[ APPENDIX A
&

] it PROOFS
02 i !

i 1) VS Multirate System Modeln order to model VS multi-
/ rate CDMA, we modify the basic system model (1) as

2 SI%R 2 4 6 Ky r Ko

y = \/_ZskaHWZZs(” D1y (33

i=1 k=1

Fig. 8. Empirical SINR cdfs of MM, MC, and VS systems with SUMF
receiver, forR, = 0.5 bit/symbol,r = 4, E, /Ny, = 3 dB, andL = 128.

where y is the received chip-rate sampled signal vector of
length L during a “long” symbol intervals, = (1/vL)

LMMSE, E/N0 = 3dB, R1 = 0.5, R2 = 2 bi/symbol, L = 128 (s1k,--- 5Lk is the spreading sequence of tté low-rate
! 7 user, modulated by the symbgj
?
0.8 -”i r
| @ _ 1 () @)
i s, =—=10,...,0,577,...,8 ,0,...,0
. ] k VI Lk Lk
& 0.6 i (i—1)L/7 (r—i)L/7
z - VS, HR (long) is the spreading sequence for éttesymbol of thekth high-rate
g 04 -~ VS, HR (short) :
£ i

user (that is nonzero only over féw/r consecutive chips), mod-

ulated by symbo&(?), andr is the vector of complex circularly

symmetric Gaussian noise samples, i.i.d. with mean zero and

/ variance 1. Since the spreading sequences are complex random

/," with circular symmetry, without loss of generality we have in-

oo 2 4 6 8 cluded the phase of the complex amplitudgin (1) as part of
sk, and we deal only with the magnitudle, | = /71 (low-rate

Fig. 9. Empirical SINR cdfs of MM, MC, and VS systems with LMMSE US€rS) andwi| = /772 (high-rate users).

receiver, forR, = 0.5 bit/symbol,r = 4, F, /N, = 3 dB, andL = 128. With the above definitions, the receiver input vector can be

written again in the compact formm= SWa + v, where

tral efficiency than pilot signals with the LMMSE receiver. We B o8 e ™) ™)

showed that fo#;, / ¥y below a given threshold (given in closed 8= [51"' PSK181 e SK 8L SISZ:|

form), the system spectral efficiency is maximized by low-rate

coding, no spreading, and SUMF receiver. Figy N, above this  is a matrixe CL*(1+7K2) containing all spreading sequences
threshold, the LMMSE receiver yields larger spectral efficiendyy columns,W is a diagonal matrix given by

and the optimal partition between spreading gain and coding

rate can be easily evaluated. This result shows that linear mul- W =diag(\/71, . o VY1 VTY25 -0 V/TY2)

tiuser detection followed by single-user decoding does not pro- = Pa = e

vide always an improvement as far as the overall system spectral

efficiency is concerned. In fact, multiuser detection should knda is the vector of all modulation symbols.

combined with channel decoding (see, for example, the optimal Proof of Proposition 1: We make use of the following re-
MMSE decision-feedback scheme of [25] and the iterative saftilt, which can be easily obtained from the results in [4, Ap-
interference cancellation scheme of [26]). pendix B]. For i.i.d. random variables andw, x, with mean

Then, we compared three techniques for multirate CDM#ero, variance 1, and finite fourth-order moment, the limit
in terms of their asymptotic multirate system capacity. We
showed that, with SUMF, MC and VS are equivalent, while K|y b 2
with LMMSE, MC dominates VS. However, VS is very close to Z ZWW N
MC if high-rate users are detected by using as observation the

whole low-rate symbol interval. On the contrary, if a simplified
receiver using the short high-rate symbol interval is used, V81 — oo with K/L — «, holds in probability.

02

-3

(34)
=1
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Without loss of generality, consider the output of the SUMRolds in probability. The eigenvalugof X! are related to the
receiver for low-rate user 1, given by = sify. The SINR is eigenvalues\ of S; W, W SH py ¢ = 1/(1 + ). Then, the

given by limit in probability of /J:EL) asL — oo can be written as
Al = L - 3 / T e (39)
(1 2 T (o % = ’7 T Ly
14+m Ef:? |S{{Sk| + Y2 ﬁ:l 5{152) ' ' o 1+A

d Where G(X) is the asymptotic eigenvalue distribution of

By letting L — oo, with K;/L — «; andKs/L — a9, an
y ‘eting 1/ ! 2/ 2 W, WHSH,

by z;\pplying the limit (34), we obtain the limit in probability of St

/3(L as Now, we can apply results (36) and (37) to the ma#i¥Ww ;.
! The functionu(z, y) is given by
B = M _ " .
1+ ayy + 7y Z;=l% 14 a1y +raoys V1, QS z <1 QS y<om
(35) Y2, ifr<z<(@+1)/r
U(xay): 061+L062sy<061+(L+1)042
Without loss of generality, we can consider the output of symbol Vi=0,...,7r=1

0 elsewhere.

7

1 of high-rate user 1, given byf” = (s{"))”y. By using again
the limit (34), we obtain that the corresponding S'ﬂi@ CoN- By using the above expression, we can solve explicitly for the
verges in probability to the same limit (35). Since this is also thgnction u(z,t). In fact, we have

asymptotic SINR of a single-rate system withusers/chip with

SNR~; andras users/chip with SNR- (the single-rate equiv- w(x, t)
alent of an MC system), we conclude that with the SUMF re-
ceiver, VS and MC are asymptotically equivalent from the SINR  _ 1+ /(yl 7 dy

point of view. Since the asymptotic system capacity depends on o 14ty fol w(z,t) dz

the multirate system only through the SINR asymptotic expres-

sion, the two systems have the same capacity region. +7‘—1 /a1+(i+l)a2 PY2X (i fr<a<(it1)/r} DY

Proof of Proposition 2: We make use of the following re-
sult of [8, Appendix A]. LetA,, € C™*™ with independent
complex circularly symmetric random elemeats. Define the

=0 J o tias 14 trys fi(/ijl)/ru(z,t) dz

functionv, (z,y) = nE[|a; ;|?], fori/n < x < (i + 1)/n and =|14¢ Re il
Jj/n <y <(j+1)/n,and assume that,(z,y) < B for some L+ty [y u(z,t)dz
constantB < oo independent of, 4, j. Then, asn — oo and 1 -1
mn/n — «, the limiting eigenvalue cdf (x) of the matrix TORV2 X {i/r<m<(i+1)/r}
A, AT satisfies the integral equat + L)/ (40)
~Al satisfies the integral equation =1t try ff,/} w(z,t) dz
(a9} 1
/ ! dH(z) = / w(z,t) dz (36) wherex(4; denotes the indicator function of the sét The
o lttx 0 function«(z, t) = const. for 2 € [0,1] is clearly a solution of

whereu(z, t) is the unique solution in the class of nonnegativ%:e abf"’e equatiofnhfor aill(the cofnstant_depen%s o{: andl by
functions, analytical o and continuous om € [0, 1] of the "€ uniqueness of the solution of (37), it must be the only one.
integral equation From (39) and (36), by using the above result, we let

w(x,1) = u; and we obtain

-1
_ “ v(z,y) dy >~ 1
w(z,t) = <1—|—t /0 ey ST dZ) (37) By jt = /0 S dGOY

1
and wherev(z, y) = lim, o0 v (2, y). = / w(x,1)dx
Now, without loss of generality, we consider the SINR at the 0
output of the LMMSE receiver for low-rate user 1. This is given

] 1
by [4] _ [1+ 11 + T27Y2 (42)
1+vyur 14+ 7yu

:U'l

(L) _  _Hx-1
By =msy ¥y sy (38) which yields (25).

whereX; = S W, W¥HSH | 1S, is obtained froms by re- I_:’roof of Propqsition 3:With0ut loss of _generality, we
moving the first column, an@V is obtained fromW by re- con5|dert_he de_tectlon of the first symbol of high-rate user 1.1In
moving the first column and row. From [8, Lemma A.1], wdhe following, given a vectax of length L, we denote by the
know that, sincet; is statistically independent ef, the limit ~ Subvector of its first./» components and by the subvector of
its last(r — 1)L/r components, so that = (%%, %7)%". With

1 short-interval detection, the receiver input is the subvegtor
,}220<sz1_151 B ftr(21)> =0 Notice thats\” = 0 forall i =2,...,r ang allk =1,... ,Ie(i.
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Therefore, the SINR at the output of the LMMSE receiver isrom the matrix inversion lemma [27], we can write
given by = ryp (8 15 where 1 1vH
2 1 1 1 4)171 = 2171 — 217222722172

Ky K Ki
1i=m Z SkS1 172 Zs(l) ( (1)) +1. =Yi1-7 Z Z (4 2538¢) 187
k=1 k=2 k=1 =1
K1
Now, 3" can be interpreted as the SINR of an equivalent = Z [1— 8 X2 38] sy
system with spreading gaid/r, with K; users having k=1
SNR ~v;/r and with K> users having SNRy,. The fraction Ko ) (2N H .
of users per chip are given bi, /(L/r) = ra; and by +7”V2zsk (Sk ) +BW 41 (46)
K>/(L/r) = ras, respectively. Since the elements of all =
sequences contributing ﬁﬁL) are i.i.d., we can apply directly where we let
the result of [4] and write the limiting SINR as K1
B =473 "N (81755380 s/
Fa = - 72 k=1 tz£k
1+rm M T 2 By using the same techniques of [4, Appendix B] and the matrix
vt (7,%7’)/32 145, inversion lemma, it is not difficult to show th&(~) converges
= TR T (42) in probability to the zero matrix, a6 — oco. Now, we notice
1+ MT BT "R, that the term

- . . (L) _ “H
Proof of Proposition 4: We use the same notation as in the =1-—ms; Xy 25k

previous proof, but now we consider the detection of the f|r§S just the MSE resulting from LMMSE estimation of symbol
symbol of high-rate user 1 over the long interval (i.e., by u5|rf\e ax of the kth low-rate user with observatiop. We notice
:Eg \Iivl\r;lijles\éercetggivaesr ﬁsb;’i?/ revr?tt;c;/n). The SINR at the output o Iso thay can be seen as the output of a virtual multirate system
with K low-rate users with spreading gaih= (r—1)L/r, K>
H H high-rate users with spreading gaif = L/r = L' /(r — 1
ﬁéﬁ) =772 (551)) 21_1551) =772 (égl)) ‘1’1,1551) (43) ar?d with rate ratio- — 1F)From Igrgposition é we kn/O\(N that)the
SINR for alow-rate user in such system converges in probability
whereX; = S$;W;W{'S{’ + 1,8, is obtained fron8 by re- to a constanf? independent of the particular user. Theff,
moving the(K; + 1)th column, andW; is obtained fromW  converges in probability to the constdnt(1 + 3), asL — oc.
by removing the K, + 1)th column and row, and where; 1 e conclude thaf] ! is asymptotically equal (in the sense of
is the upper leftL/r x L/r submatrix of S . Since®11 IS convergence in probability) to the matrix

statistically independent éﬁl), from [8, Lemma A.1], we have K,
that the limit Q= 5.5 J”’V?Z s® ( (1)) +I. (47)
) LaNE @ 1 1 1+/3k1 k=2
ngr;o((sl ) 1187 — r (L)7) tr(@171)> =0 The improvement provided by long-interval detection of the

high-rate users can be clearly seen from the above formula.
holds in probability. Then, the limit in probability g8$) as Namely, the interfering energy of low-rate users is reduced by

1. — oo can be written as the factor1 /(1+/3), i.e., by the MSE resulting from the estima-
- tion of low-rate users over the complement interval (where the
By = 7o / £dG(&) (44) spreading sequence of the high-rate user symbol is zero), that is
0 ignored in the case of short-interval detection.

From the fact tha®, ; — Q !, and by using (44) and (47),

whereG(€) is the asymptotic eigenvalue distribution®f ;. We can write

We write 31 as a 2 x 2 block matrix with blocks
2171,2172,2{{2, and 2272, where 2171 is L/7 X L/7 The 3, — /oo 1 dF(\ 48
submatrices can be written explicitly in terms of the spreading P2 = 1+A () (48)

sequences as whereF'(\) is the asymptotic eigenvalue cdf of the matrix

Ky Ko H K. o
Si=mn sl e Y osl (517) 4T S sl S s (50)
; kz_:—Q P 1+/3; ¢ ’72;2 k

as A Since all sequences appearing in the above expression have i.i.d.
212 =M Z SkS entries, by following the same path of [4, Sec. 4], we obtain that

5 . Ky P2 must satisfy (27).

Too=m Z sksk + 7y Z Z A(7 ( X ) +1I. (45) In fact, if 3 = 0, Q becomes identical &, defined in the proof of Propo-
=2 b1 sition 3 (short-interval detection).
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In order to complete the proof of Proposition 4, we have terom (54) and (49), we conclude that < (r — 1/r)zy,
show that3 must satisfy (28). This is immediately obtained byor all vi,v2, a1, a2, andr > 1. Let z; be the solution
applying Proposition 2 to the new multirate system with outpatf (51) when we replacg by (» — 1/r)z1, and lety, =

v. We skip the detalils for the sake of space limitation. SUD., <5, <5, Min{z1, 23}, Sincewr; > w3 (this follows
Proof of Proposition 5: Consider the equations form the fact that3 < (r — 1/7)z1, as shown before), then
" yh > 2. Now, it is not difficult to show thats = v, and itis
T = 1 12 (49)  obtained fory; = +v2 = %;. This concludes the proof.
1+ +rag——m—
I+ 71+ Y2
= Y2 (50) APPENDIX B
1+ a2 rop—22 COMPARISON OF THECAPACITY REGIONS OF
Y2+ l+z MULTIMODULATION AND MULTICODE WITH
= — %%’h — — (51) THE LMMSE RECEIVER
L vo(1 + B) +yax/r ¥z The capacity regions with the LMMSE receiver are described
Y2 by inequalities (20) and (24) in the cases of MM and MC, re-
= 1+a Y172 . 72 (52) spectively. For a fair comparison, we assume that rvy; =

Yo+ yzx/r T+z rRy Ey /No. The analysis of the capacity region is simplified if
A i _ ) we observe that
wherej satisfy (28). The (unique nonnegative) solutionof

(49) yields the asymptotic SINR; for low-rate users in both By = 2R _ 1
the MC and the VS systems, while the solutiansxs, x4 of

_orRy _

(50)-(52) yield the asymptotic SINR, for high-rate users in =2 ; . "
the MC, VS (long-interval detection), and VS (short-interval de- =1+@2" =D -1>r2™ -1)
tection) systems, respectively. Let =7rf

n= W1<$lu£’2<% min{zy, za} and hencé — 3, /72 < 1— /3, /4, forall» > 1. Inequalities (20)

o = - s1;p - min{z, z3) and (24) can be written as in the equation shown at the bottom

<Y< 7 of the page.
ys = sup  min{zy,zs) (53) 1) Intersection of thex; Axis: It is clear from the above

Y <FL Y2 <N equations that the intersection of iheaxis with MM (obtained

for givenr > 1 andey, ceo. Since the SINR requirement is thebysettmga2 = 0above)is always lower than the corresponding

same (i.e.3; > /1 andj3, > [3;) for both low-rate and high-rate intersection with MC. . )
users, and because of the monotonicity of the interference fun?—zr)] S'\l/? ges of the Ct:)apazlty Bpunldar|e§he (ﬁbsorllute) ; Iople
tion with respect tg3;, the inclusion relations between the ca> the capac!ty oundary 1s always sma er than the slope
pacity regions of these systems stated in Proposition 5 follo%the MM capacity boundary, or, equivalently
by showing thaty > 32 > ¥s. 5 5
First, we observe that f; = ~», thenxz; = =z, therefore M
11 is trivially obtained by lettingy; = v2 = ¥;. Sincer > 1 A1+ f2)
andj3 > 0, z4 < x3, andxy < 2 for all v1, v2. It follows that
RMC . RVS,short and tham\"s,long . RVS,short' It remains
to show thatRM® 2 RVSlone (je., thaty; > y»). Consider Ba(1 + 1)
(28) yielding 3. We substituteX = (r/r — 1) into (28) and = =

This can be shown as follows:

1 7
<reold—<r+—

. 3 (1+ 3 3 3
we obtain Bi(l+ B2) B ) P2 .
¥ - Y1 & 14+ _2R1 __1 <7+ 21‘R1—_ 1

T+ — e fra,— 2 & 2B (R 1) < porRa(2Ra 1)

1+ 52X 71+ 72X R R
- S0< (r=—DE2™ - 12" - 1)
< ~ . (54)

1+ o ! + raes REME: . . .

1+ X 4 72X and the last inequality trivially holds.

Ba(1+ B1) 1+ _B_Q) 1+/§1< _B_l)
Oq—i_ﬁl(l-i-/ﬁ)omS B <1 Yo < B ! get (MM)

3 3
a1 +rasg < 1—5—1/31 <1 — %) (MC)
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3)

Intersection of the Capacity Boundarie§he boundaries [16]

of the MM and MC capacity regions may intersect since the
(absolute) slope of MM is higher than that of MC. Solving the

linear equations defining the boundaries, we get

The intersection is in the capacity region provided that> 0,
i.e., provided that (32) is satisfied.

(17]

1
= Ba(1+ 1)/ (BL(1+ Ba))

[ (1-2) - B
Y2 Bi(l+ f32)

(18]

Q1] =

p

)

[19]

(20]
[21]
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