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Abstract| A weighted recursive least-squares algo-

rithm for pilot-signal aided channel estimation in Direct-

Sequence/Code-Division Multiple-Access (DS/CDMA) is

proposed. Centralized and decentralized versions of the ba-

sic algorithm are considered. Since the algorithm tracks

both the channel of the user of interest and the inverse co-

variance matrix of interference, it can be coupled with an

adaptive linear MMSE receiver without additional complex-

ity. The resulting receiver automatically performs the can-

cellation of the pilot-signals before data detection. Therefore,
fairly signi�cant power can be devoted to the pilot signals

without a�ecting the overall interference level and without

increasing the dimensionality of the desired signal space.

Keywords| CDMA, adaptive algorithms, multiuser re-

ceivers, frequency selective fading channels.

I. Introduction

Multiuser detection has been a fruitful and rapidly grow-

ing research �eld for the last decade. Broadly speaking,

this is motivated by the fact that the techniques developed

for single-user communications, mostly devoted to com-

bat Gaussian white noise, fail to give near-optimal per-

formance if used in the presence of multiple-access inter-

ference (MAI). Under the common name of multiuser de-

tection we �nd a wide range of receivers, which di�er in

complexity and performance (see [1] for a complete survey

and a comprehensive list of references). We can distinguish

between centralized and decentralized receivers. Central-

ized receivers make use of side information about all inter-

fering users (spreading sequences, timing and propagation

channels). These receivers are suited for base-station pro-

cessing (uplink), where all this side information is either

available or can be estimated consistently. Among central-

ized receivers we note the optimal multiuser receiver and

receivers based on decision feedback or on parallel interfer-

ence cancellation [1]. In contrast, decentralized receivers

exploit knowledge of the spreading sequence, the timing

and the propagation channel of the user of interest only.

Remarkably, this is the same information necessary for a

conventional matched �lter that ignores the presence of

MAI. Decentralized receivers are suited for mobile-station

processing (downlink), where information relative to the

other users is either di�cult to obtain and/or forbidden,

because of privacy reasons.

Some DS/CDMA systems [2], [3] make use of continu-

ously transmitted pilot signals in order to perform channel

estimation and enable coherent detection. In the down-

link, a single pilot signal can be transmitted for each group

of co-channel users (i.e., users which go through the same
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beamformer). In the uplink, each user transmits the super-

position of its data signal and its individual pilot signal. In

both cases, pilot signals are to be seen as additional virtual

users whose data sequence is known to the receiver. Con-

ventional channel estimation is based on the assumption of

discrete multipath: the channel is parameterized as a set of

complex gains and delays, that are individually estimated

by pilot-aided tracking loops, as in standard implementa-

tions of the rake receiver [4].

In contrast, we start from a general discrete-time, �nite-

memory channel representation that does not necessarily

assume discrete multipath. We propose a pilot-signal aided

recursive channel estimation scheme based on weighted

least-squares. Our basic algorithm can either work in a

decentralized manner or be modi�ed to work as a central-

ized algorithm that jointly estimates the channel of all in-

terfering users. Since our algorithm simultaneously tracks

both the channel for the user(s) of interest and the in-

verse covariance matrix of the interference, it can be cou-

pled with an adaptive linear MMSE receiver without ad-

ditional complexity. However, we hasten to say that our

centralized algorithms have a much more general applica-

tion, since virtually any (non-linear) centralized receiver

needs the knowledge of the users' channels as side informa-

tion [1].

It is well-known that linear receivers such as the MMSE

and the decorrelator [1] su�er from the dimensional crowd-

ing problem: when the dimensionality of the signal space

is larger than the length of the receiving �lter there is no

dimension left to null-out interference and the interference

rejection property of the receiver is lost. This problem

is particularly evident with pilot-signals, since each pilot-

signal contributes to the overall signal space dimension. A

nice feature of the proposed adaptive linear MMSE receiver

is that it performs automatic active pilot-signal cancella-

tion (APSC), i.e., explicit cancellation of the pilots from

the received signal, before data detection. Therefore, fairly

signi�cant power can be devoted to the pilot signals in or-

der to achieve good channel estimation without a�ecting

the interference level and without increasing the dimen-

sionality of the signal space.

II. Discrete-time finite-memory signal model

Consider a system with K users. The k-th user's signal

is given by

uk(t) =
X
m

bk[m]sk(t�mT ) (1)

where sk(t) and bk[m] are the signature waveform and

the m-th information symbol of user k, respectively.

Users transmit individually and mutually uncorrelated se-

quences of unit-variance, zero-mean complex symbols. In



DS/CDMA, the signature waveforms are given by sk(t) =PL�1
`=0 sk;` (t� `Tc), where sk = (sk;0; : : : ; sk;L�1)

T is the

k-th user spreading sequence, Tc = T=L is the chip interval,

L is the processing gain and  (t) is the chip pulse, assumed

to be bandlimited in [�W=2;W=2] and common to all users.

We assume normalized waveforms
R
jsk(t)j2dt = 1.

User k transmits with delay �k through a channel with

the baseband equivalent, time-varying, impulse response

ck(t; �) [5]. We consider delays �k = qk=W + k where qk
is an integer in [�LNc=2; LNc=2) and 0 � k < 1=W . The

fractional part, k, of the delay is modeled as an e�ect of

the propagation channel, while the integer part qk=W is

modeled as an e�ect of the users' asynchronous transmis-

sion. User k signal contribution at the receiver is obtained

by convolving uk(t�qk=W ) with ck(t; � �k). For simplic-

ity, we assume that the channel Doppler bandwidth Bd is

much smaller than W , so that its output can be still con-

sidered as bandlimited in [�W=2:W=2]. 1 Then, from the

sampling theorem we obtain

vk(t) =
X
i

24X
j

ck[i; j]uk((i� j � qk)=W )

35 sinc(Wt� i)

(2)

where sinc(t) = sin(�t)=(�t) and where the coe�cients of

the time-varying discrete-time channel impulse response

are given by

ck[i; j] =

Z
ck(i=W ; j=W � k � �)sinc(W�)d�: (3)

The overall received signal, given by the superposition

of all users' signals plus background noise, is given by

y(t) =
PK

k=1 vk(t) + �(t), where �(t) is a white circularly-

symmetric complex Gaussian process with power spec-

tral density N0. The front-end baseband receiver is an

ideal lowpass �lter with bandwidth [�W=2;W=2] and gain

1=
p
W followed by sampling at rate W with an arbitrary

sampling epoch. We assume an integer number of samples

per chip Nc = WTc. Let y[i] denote the sample of y(t) at

instant i=W after lowpass �ltering. From (2) we obtain

y[i] =
1

p
W

KX
k=1

X
j

ck[i; j]uk[i� j � qk] + �[i] (4)

where f�[i]g is an i.i.d. sequence with elements �
CN (0; N0).

2

In order to obtain an approximated �nite-memory signal

model, we assume that the discrete-time impulse responses

ck[i; j] and the sampled chip pulse  (j=W ) are negligible

for j =2 [0; P ] (for all i) and for j =2 [�Q;Q], respectively,
where P and Q are suitable integers. Moreover, we assume

that the receiver has a �nite-length processing window, i.e.,

for each symbol time n it processes a window of samples

1In order to be rigorous, we should consider the bandwidth expan-
sion due to the channel time-variation (Doppler spread). However,
for Bd=W � 1, we can safely neglect the bandwidth expansion e�ect.
2CN (�;R) denotes the circularly-symmetric complex multivariate

Gaussian distribution with mean vector � and covariance matrix R.

with indexes i 2 [nLNc�M1; nLNc+M2]. The processing

window size eL =M1+M2+1 is left as a design parameter

and it may span more than one symbol interval. Accord-

ingly, we de�ne the n-th channel output vector y[n] as the

content of the receiver processing window at symbol time

n, i.e.,

y[n] = (y[nLNc+M2]; y[nLNc+M2�1]; : : : ; y[nLNc�M1])
T

and we let �[n] be the corresponding vector of noise sam-

ples.

Under the condition Bd=W � 1 (which holds in par-

ticular for wide-band CDMA signals), it is realistic to as-

sume that the ck[i; j]'s remain almost constant over the

time interval spanned by the receiver processing window

(of duration (M1 +M2 + 1)=W ). Hence, we can consider

ck[nLNc + i; j] = ck[nLNc; j] for all i = �M1; : : : ;M2 and

represent the channel impulse response during the n-th

symbol interval by the vector

ck[n] = (ck[nLNc; 0]; : : : ; ck[nLNc;P ])
T (5)

By inserting (1), (2) and (5) into (4), and after a little

algebra, we obtain

y[n] =

KX
k=1

B2X
m=�B1

Sk[m]ck[n]bk[n�m] + �[n] (6)

where the matrices fSk[m] : m = �B1; : : : ; B2g, of size
(M1 +M2 + 1)� P , are uniquely de�ned by qk and sk(t),

and have the (i; j)-th element given by

[Sk[m]]i;j =
1

p
W
sk((mLNc � qk +M2 � i� j)=W ) (7)

for i = 0; : : : ; eL � 1 and j = 0; : : : ; P . The summation

limits B1 and B2 are obtained by noticing that Sk[m] is

not identically zero over all possible qk 2 [�LNc=2; LNc=2)

if and only if �B1 � m � B2, where

B1 = b(M2 +Q+ LNc=2)=(LNc)c
B2 = b(M1 +Q+ P + 3LNc=2�Nc)=(LNc)c (8)

Clearly, depending on the particular value of qk, Sk[m]

might be zero for some m 2 [�B1; B2]. Then, each user

contributes with at most B1+B2+1 symbols to the vector

y[n].

A. Pilot-signals

We assume that the users are partitioned into G groups

of co-channel users. Users in the same group are syn-

chronous and go through the same channel. Then, a single

pilot-signal per group is su�cient in order to perform pilot-

aided channel estimation for all users in the group. This

assumption is fairly general and can model several situa-

tions in actual CDMA systems, for example:

i) In the uplink every user is characterized by a di�erent

channel (G = K groups of size 1), so that an individual

pilot per user is needed.



ii) In the case of multirate CDMA achieved by variable-

length spreading or by multicode [6], a high-rate user can

be decomposed into the superposition of several low-rate

co-channel virtual users. Therefore, only one pilot per

group of virtual users is needed.

iii) In the downlink, without beamforming or cell sec-

torization, all users from the same base-station are in-

herently synchronous and go through the same channel

(G = 1 group of size K). Therefore a single pilot per

cell is needed [7].

iv) In the downlink with sectorization or smarter beam-

forming, one pilot per beam is needed since users transmit-

ted through di�erent antenna patterns cannot be consid-

ered as co-channel.

In this this paper, we assume that pilot-signals have

the same format as the data signals, i.e., pg(t) =P
m dg [m]s

(p)
g (t � mT ), where s

(p)
g (t) and dg [m] are

the signature waveform and the m-th pilot-symbol of

the g-th pilot-signal. Pilot signature waveforms are

given by s
(p)
g (t) =

PL�1
`=0 s

(p)
g;k (t � `Tc) where s

(p)
g =

(s
(p)
g;0; : : : ; s

(p)
g;L�1)

T is the g-th pilot spreading sequence. By

repeating the derivation above, we obtain the vector chan-

nel model

y[n] =
p
1

KX
k=1

B2X
m=�B1

Sk[m]ck[n]bk[n�m]

+
p
2

GX
g=1

B2X
m=�B1

S
(p)
g [m]cg [n]dg [n�m]

+�[n] (9)

where 1 and 2 de�ne the power ratio between data and

pilot signals, where the matrices S
(p)
g [m] are obtained from

(7) by replacing sk(t) with s
(p)
g (t) and where, by de�nition,

ck[n] = cg [n] if the k-th user belongs to the g-th group.

III. Pilot-aided adaptive channel estimation

We focus on the joint estimation of channels fcg [n] :
g 2 Sg, where S = fg1; : : : ; gSg is a subset of size S of

f1; : : : ; Gg. We assume that timing qg , pilot spreading se-

quence s
(p)
g and pilot symbol sequence fdg[n]g are known

for all g 2 S and unknown for all g =2 S. Notice that

the receiver needs explicit knowledge of the coarse timing

qg only. The fractional part of the delay, g, is implicitly

handled by estimating the channel vector cg [n].

For all n and all g 2 S, we de�ne the matrices

Hg[n] =
p
2

B2X
m=�B1

S
(p)
g [m]dg [n�m] (10)

the block matrixH[n] = [Hg1 [n]j � � � jHgS [n]], and the block

vector

c[n] = (cg1 [n]
T ; : : : ; cgS [n]

T )T (11)

of length S(P + 1). Then, (9) can be rewritten as

y[n] =H[n]c[n] +w[n] (12)

where w[n] is uncorrelated with H[n]c[n] and contains all

user data signals, noise and all pilot signals not in the sub-

set S. With our assumptions, the sequence of matrices

H[n] is known.

Then, consider the sequence of non-singular auxiliary

matrices fM[n]g of size eL � eL, and the Weighted Least-

Squares (WLS) channel estimator minimizing the cost

function

J(c) =

nX
i=1

�n�i(y[i]�H[i]c)HM[i](y�H[i]c) (13)

where 0 < � � 1 is an exponential forgetting factor. IfeL � S(P +1) and the matrices H[i] have full column-rank,

the solution is easily obtained as

bc[n] = "
nX
i=1

�n�iH[i]HM[i]H[i]

#�1 " nX
i=1

�n�iH[i]HM[i]y[i]

#
(14)

In this way, we simultaneously obtain the channel estimates

for all users in the groups g 2 S. This problem falls into

the class of Kalman �lters with vector state and vector ob-

servations [8], for which recursive computation is possible.

We still have to choose the sequence fM[n]g. A simple

choice is M[n] = I for all n. Then, (13) becomes the

classical exponentially-weighted Least-Squares cost func-

tion. A di�erent sensible choice is M[n] = R
�1
w , where

Rw = E[w[n]w[n]H ] is the \interference+noise" covari-

ance in the the channel model (12) [9]. With this choice,

(14) becomes an exponentially weighted version of the Best

Linear Unbiased Estimator (BLUE) [8], that coincides with

the maximum-likelihood estimator if w[n] were a Gaussian

vector process. Unfortunately, the receiver has no knowl-

edge of Rw, therefore this must be estimated recursively

too. We can write

eRw[n] =

nX
i=1

�n�i ew[n]ew[n]H (15)

where 0 < � � 1 is an exponential forgetting factor (not

necessarily equal to �) and where ew[n] = y[n] �H[n]bc[n].
Then, with the choiceM[n] = eRw[n�1]�1, we can approx-

imate (14) by the following recursion (we omit the deriva-

tion for space limitations):

Recursive WLS channel estimator. Let bc[0] = 0,

M[1] = �I and �[0] = �I, with � > 0. Then, for n =

1; 2; : : :, let

�[n] = ��[n� 1] +H[n]HM[n]H[n]bc[n] = bc[n� 1] +�[n]�1H[n]HM[n]

�(y[n] �H[n]bc[n� 1])ew[n] = y[n]�H[n]bc[n]
M[n+ 1] =

1

�

�
I�

M[n]ew[n]ew[n]H

� + ew[n]HM[n]ew[n]

�
M[n]:(16)

2

In the above recursion, the explicit computation of the in-

verse of �[n] is needed. Unfortunately, this is an unavoid-

able feature of Kalman �lters with vector observations [8].



�[n] has dimension S(P + 1) � S(P + 1). Therefore, the

number of groups S that can be estimated jointly also de-

termines the algorithm computational complexity.

If eL < S(P +1) or if the complexity of (16) is too large,

we propose a suboptimal implementation of the channel

estimator based on a parallel bank of individual estimators

for all g 2 S. This can be obtained directly from (16)

by constraining �[n] to be in block-diagonal form, with

S blocks �g [n] of size (P + 1) � (P + 1). The resulting

algorithm is given by:

Parallel bank of Recursive WLS estimators. For

all g 2 S let bcg [0] = 0, M[1] = �I and �g[0] = �I, with

� > 0 and let bc[0] = (bcTg1 [0]; : : : ;bcTgS [0])T . Then, for n =

1; 2; : : ::
1. For all g 2 S let

�g [n] = ��g[n� 1] +Hg[n]
H
M[n]Hg[n]bcg [n] = bcg [n� 1] +�g[n]

�1
Hg [n]

H
M[n]

�(y[n] �H[n]bc[n� 1]) (17)

2. Let bc[n] = (bcg1 [n]T ; : : : ;bcgS [n]T )T .
3. Update the inverse covariance matrix

ew[n] = y[n]�H[n]bc[n]
M[n+ 1] =

1

�

�
I�

M[n]ew[n]ew[n]H

� + ew[n]HM[n]ew[n]
�
M[n]

2

With this receiver, S inverses of (P +1)� (P +1) matrices

are needed. Moreover, normally the channel spread P + 1

is much less than the processing window size eL, so that

�g [n] is always invertible and S is not limited by P and eL,
as in the case of (16).

IV. Adaptive MMSE receivers with APSC

Without loss of generality, we focus on the detection of

user 1, assuming that it belongs to the user group 1 and

that 1 2 S. We constrain the receiver to be a linear (time-

varying) FIR �lter with response h1[n] of length eL (i.e.,

equal to the receiver processing window), followed by some

(non-linear) detection algorithm based on the �lter output

sequence. Since all pilot-signals in S are known, they can

be removed from the received signal vector without need

of decision-feedback. The symbol-rate samples output by

the receiver �lter are given by

z1[n] = h1[n]
H ew[n] (18)

where ew[n] = y[n] �H[n]bc[n] is already provided by the

algorithms (16) and (17). We refer to this scheme as

Active Pilot-Signal Cancellation (APSC). The signal-to-

interference plus noise ratio (SINR) for the output z1[n]

is given by

SINR[n] =

"
h1[n]

H
Rew[n]h1[n]

1jh1[n]HS1[0]c1[n]j2
� 1

#�1
(19)

where Rew[n] is the covariance matrix of ew[n] conditioned

with respect to the channel vectors ck[n] and their esti-

mates bck [n].

The baseline receiver is the single-user matched �lter

(SUMF) h1[n] = S1[0]c1[n]. This can be approximated

by using the channel estimator (16), as

h
sumf
1 [n] = S1[0]bc1[n] (20)

where bc1[n] is the �rst subvector of length P + 1 of bc[n]
provided by (16) or by (17). A more e�cient choice for

h1[n] is the minimum mean-square error (MMSE) �lter.

Provided that APSC is perfect (i.e., ew[n] = w[n]), this

is given by h1[n] = Rw[n]
�1
S1[0]c1[n], where Rw[n] =

E[w[n]w[n]H ] is given by

Rw[n] = 1

KX
k=1

B2X
m=�B1

Sk[m]ck [n]ck[n]
H
Sk[m]H

+2
X
g=2S

B2X
m=�B1

S
(p)
g [m]cg [n]cg [n]

H
S
(p)
g [m]H

+N0I (21)

where again cg [n] = ck[n] if user k belongs to group g.

Algorithms (16) and (17) provides inherently a recursive

estimate M[n + 1] of Rw[n]
�1. Then, we obtain easily an

approximation of the MMSE �lter as

h
mmse
1 [n] =M[n+ 1]S1[0]bc1[n] (22)

In the case of a centralized receiver where S = f1; : : : ; Gg
(i.e., all user groups are jointly estimated either by (16)

or by (17)), the MMSE receiver can be calculated by com-

puting explicitly the inverse of the structured covariance

estimate by replacing ck [n] with bck [n] in (21). The result-

ing �lter is

h
mmse
1 [n] = bRw[n]

�1
S1[0]bc1[n] (23)

The latter expression makes use of a good deal of additional

information about the structure of the covariance matrix.

Hopefully, this will improve the receiver performance. Ef-

�cient methods of computing (23) when bRw[n] is given by

an identity matrix plus a sum of vector outer products are

presented in [10].

V. Numerical results and Conclusions

We examine separately the uplink and the downlink of a

simple DS/CDMA system.

A. Uplink

We consider a system with K = 8 users and process-

ing gain L = 16. Each user transmits the superposition

of data and pilot signals (this is the case of G = K).

Spreading sequences are obtained by chip-wise multiplica-

tion of a Walsh-Hadamard (WH) sequence and a pseudo-

noise (PN) sequence. Users have two distinct WH, one

for data and the other for pilot, and one PN. Then, in

the absence of multipath, the data and the pilot signal of

the same user are mutually orthogonal. Each user is given

a distinct PN sequence, but may use the same WH for

other users. PN sequences are randomly generated with



i.i.d. components over a 4PSK signal set (quaternary se-

quences) and also the modulation symbols for both the pi-

lot and the data signals are 4PSK. The power-weighting co-

e�cients are given by 1 = 1=(1+p) and 2 = p=(1+p),

where p is the pilot-to-data power ratio. For simplicity,

we assumed ideal Nyquist chip pulses  (t) = 1p
Tc
sinc(t=Tc)

and we chose receiver sampling rate W = 1=Tc, yielding

Nc = 1 sample per chip. Without loss of generality, we

let q1 = 0 and we generated independently the delays qk
for k = 2; : : : ;K, uniformly distributed over the integers

in [�L=2; L=2), and k for k = 1; : : : ;K, uniformly dis-

tributed over [0; Tc). The channel vectors ck [n] are ob-

tained from (3), where the continuous-time channel re-

sponses ck(t; �) are derived from the multipath Rayleigh

fading model ck(t; �) =
PP 0

p=0 gp(t)�(���p) where gp(t) are
zero-mean mutually independent complex Gaussian WSS

random processes with Jake's type power-spectral density

(Doppler spectrum) �2p=(�
p
B2
d � f2) [11], for an expo-

nentially decreasing delay-intensity pro�le [5] spanning 5

chips. The resulting channel vectors were scaled in order

to achieve the desired user SNRs (in the time-varying case,

SNRs are de�ned as time-averages over the whole simula-

tion length, thus emulating a slow power control scheme).

For each user, a snapshot of the random channel ck [n] was

generated for n ranging over the simulation length. The

channels, as well as the delays qk and the spreading se-

quences were �xed throughout all the simulations. There-

fore, we are not averaging over these parameters. The re-

ceiver processing window is chosen to span three symbol

intervals (eL = 48). In agreement with [12], extending the

processing window over more than one symbol interval im-

proves robustness to timing errors and performance in the

presence of asynchronous transmission. We considered two

SNR assignments: (a) all users have the same SNR= 10 dB

(SNR is de�ned as the ratio of the total data+pilot sym-

bol energy over N0); (b) users k = 1; : : : ; 4 have SNR= 10

dB and users k = 5; : : : ; 8 have SNR= 20 dB. These sit-

uations are representative of perfect power-control and an

uncompensated near-far e�ect.

Fig. 1 shows SINR[n] vs. n for stationary channels

(Doppler bandwidth BdT = 0), perfect power control (a)

and p = 0 dB, for centralized adaptive receivers based

on (22) where joint channel estimation is obtained by (16)

(labeled \Joint") and by (17) (curves denoted by \Joint

para."). Results for the receiver (23), based on the same

joint channel estimation algorithms but with structured co-

variance matrix are denoted by \str.". For comparison, the

results for ideal (non-adaptive) SUMF, MMSE with and

without APSC are shown. Notice that the ideal MMSE

without APSC achieves poor SINR, since with p = 0 dB

the system su�ers from dimensional crowding (8 data plus

8 pilot signals with spreading gain 16). Fig. 2 shows the

SINR curves for joint parallel channel estimation and re-

ceiver (22) for di�erent values of p. From these curves,

it seems that p = �6 dB yields a good trade-o� be-

tween steady-state performance and convergence speed.

Fig. 3 shows the SINR curves for time-varying channels

with Doppler bandwidth BdT = 10�3, for p = �6 dB

and near-far case (b). From these results, we conclude

that the proposed centralized receiver is able to track time-

varying channels and remove the pilot-signals before detec-

tion, avoiding dimensional crowding. Moreover, it is clear

that the pilot-to-data power ratio must be optimized care-

fully and that the receivers that exploit the structure of the

interference covariance have close-to-optimal performance

(a degradation of less than 2 dB with respect to the ideal

MMSE with APSC in the time-varying case of Fig. 3).

B. Downlink

We considered a system with two cells, 5 user per cell

and processing gain L = 16. Users from the same cell are

co-channel and synchronous, therefore we are in the case

of K = 10, G = 2 groups of 5 users each. One pilot-signal

per cell is transmitted. The channel model is identical to

the uplink, with the di�erence that only 2 channels (one

per cell) and the relative delay between the two cells are to

be generated. The user of interest (user 1) belongs to cell

1. We assumed a mobile terminal in between the two base-

stations, receiving the same average power from both. The

power-weight coe�cients are 1 = 1 and 2 arbitrary, since

we assume that the base station is not power-limited. The

user SNR is de�ned as the ratio of the data symbol energy

over N0 and it is equal to 10 dB for all users. Spreading

sequences are again obtained by chip-wise multiplication

of WH sequences and quaternary PN sequences. In this

case, all users from the same base-station have a distinct

WH and a common PN. Two distinct PN are assigned to

the two cells, but WH sequences may be reused inside each

cell.

Fig. 4 shows the SINR curves for time-varying channels

with Doppler bandwidth BdT = 10�3, for 2 = 10 dB. The

receiver is decentralized and based on (22). We considered

the cases of hard and soft hando� (HH and SH, respec-

tively). In the case of HH, the mobile has knowledge of

the pilot signal (and timing) of cell 1. Therefore, it can

perform APSC only on this signal. In the case of SH, the

mobile has knowledge of the pilot signal (and timing) of

both cell 1 and 2. Therefore, it can estimate jointly the

channels from the two base-stations and perform APSC

on both pilot signals. Our plots report only the SINR at

the output of the receiver for the signal coming from cell 1

(SINR per macrodiversity branch). However, we would like

to point out that the proposed receiver scheme working in

SH mode can be easily combined with any space-time cod-

ing scheme. For example, an encoded symbol sequence can

be demultiplexed and transmitted in parallel from the two

base-stations, achieving both coding and macrodiversity

gains [13]. Interestingly, we notice that the performance

of the proposed receivers and of the ideal (non-adaptive)

MMSE are very similar for APSC on one or both pilots.

In comparison, the ideal SUMF performs very di�erently.

This is because the SUMF is not near-far resistant, and its

performance is degraded by the interference of the strong

pilot signal of cell 2, which is not actively canceled.
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