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Abstract—In this work we consider a relay assisted CDMA The performance analysis of such networks is very complex
network with a large number of sources and half duplex relays even when the number of nodes is small. It looks unaffordable
and a unique destination. We propose two relaying protocols for networks with an asymptotically large number of nodes,

called direct relaying (DR) and full relaying (FR). By dividing .
the relays in groups and adopting different forwarding delays shortly referred to adarge networksthroughout this work.

for each group both protocols introduce diversity which depends Nevertheless, some theories developed in physics resulted
on the number of groups and on the protocol. In DR mode, the very effective in the analysis of large networks. Perculation

relays forward only signals received directly from the sources. In  theory, developed to analyze the flow of liquids through a
FR mode, relays forward both signals received by the sources and porous body, enabled an insightful analysis of the information

the other relay groups by applying network coding at the physical
layer. This implies a different level of diversity at the destination flows through extended or dense ad hoc networks (e.g. [17]).

for the two schemes. Then, we propose an analytical framework Random matrix theory, originally developed to investigate the
for the analysis of the achievable rates in such a network, as the levels of energies of electrons in atoms, resulted very effective

number of nodes and relays become asymptotically large. in the analysis of large networks. In the seminal works [8],
[9], random matrix theory is applied to investigate the spectral
efficiency of large CDMA multiple access networks in case
In contrast to communications over one wireless point-tef additive white Gaussian noise and flat fading channels, re-
point link, system design for a wireless network is vastlgpectively. Many works steamed from [8], [9]. As an example,
different due to that the number of users involved is large amandom matrix theory is applied to analyze complex multicell
that users can cooperate with each other to increase efficier@RMA networks, in [10].
For its complexity, there are various approaches to systemin this paper, we aim at studying how relaying can increase
design for wireless network communications, depending oetwork throughput when the number of senders and relaying
different network abstraction models. nodes are large. For simplicity, we consider only the spe-
The simplest approach treats a wireless network as a colal case where communications are “unidirectional” — from
lection of independent wireless point-to-point links connectingenders to a common destination (e.g., a base station in a
all the nodes [1]. Despite its simplicity, abstracting a wirelesellular network). Instead of deriving the ultimate capacity
network into a set of independent links does not allow per user, we focus on simple strategies and evaluate their
sophisticated level of cooperation among users which magrformance. Specifically, we consider two relaying strategies
leads to potential increase in throughput. The simplest examplie Direct Relaying (DR) strategy and the Full Relaying (FR)
is the use of relays (which can be acted by any netwositrategy. In the direct relaying strategies, relays decode and
users) to assist communications between two users. A semirgitansmit codewords if received directly from the sources. In
groundbreaking work in relaying networks is by Cover andontrast, in the full relaying strategies, relays forward also
El Gamal [2] in which it considered a single relay scenari@odewords received from other relays. We assume that all
The capacity of a degraded relay channel is obtained amodes share the same channel or band and the sources transmit
is shown achievable by decode-and-forward scheme. For ttentinuously. The relays are half duplex and transmit only half
general case, compress-and-forward (or quantize-and-forwasfithe time alternating the listening to the channel with the
strategy was also proposed. A detailed discussion on variausequent transmission of a codeword through a common
relaying strategies and their performances can be founddnannel. The relays are divided il groups and each
[3], [4]. While in the relay network, each node has a specifgroup forward codewords with a different delay compared
role — either a sender, a receiver or a relay. In cooperatiie the original transmission of the sources. Thanks to these
communications, we take one step further by realizing thatd#ferent forwarding delays the destination receives 1 and
node can assume all the three roles at the same time [5], [B], + 1 independent replicas of the same codeword for DR
[7]. The fundamental question to be answered is what will teaxd FR mode, respectively. In the FR mode, the simultaneous
maximal throughput (i.e., communication rate per user) caetransmissions of codewords received directly from sources
be achieved subject to a specified total amount of netwook decoded thanks to the forwarding of other groups of relays
resources. is performed by combining of the spread CDMA signals at
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the transmitting relays. This technique is also referred to #we full relaying (FR) model. The differences among the three
network coding at the physical layer (e.g. [13]) and have besnohemes are mainly on how relays assist transmission from
proposed in [11], [12], [13]. the sources.

By using random matrix theory, we provide a framework In the baseline model, relays did not transmit at all. In the
for the performance analysis of the system in terms of ti@R protocol, relays decode and retransmit only codewords
achievable rate per user subject to (1) the system is large, ireceived directly from the sources, while in the FR protocol,
both the number of source nodads and the number of relays relays also decode and forward codewords received from other
N, are asymptotically large, (2) all sources and relays do nalays. To precisely describe the three protocols, we first need
have complete channel state information, and (3) the spreadingnake a few definitions.
factor N grows with N, and N, such thatlx; — [ < Let U;; be the set of source codewords that the relgy
and §= — ~ < oco. This theoretical framework provides thewill decode and retransmit. We assume tatis determined
achievable rates for the networks adopting the DR and RR the fly. Further details on hoty;; is determined will be
schemes as a function of the noise variange;y, and the given by the end of the section.
limit distributions of the received powers at the relays and Recall that a relayR;; can listen to source transmission
at the destination. We provide for each node an achievalW&ile it is not transmitting (i.e., when— i is odd). Suppose
rate constrained to the assumption of attainability of suchtiati is odd. Then the relafR;; listens whent is even. In
rate in all the other nodes. Then, the achievable rate per uparticular, it can decode, (') whent’ is even. Similarly, when
in the network is the minimum among the above mentionéds even, the relayR;; can listen to the source transmission
constrained rates achievable at the relays and the destinati@fnc, (¢') whent’ is odd.

Additionally, we present a network model as case study toln the DR protocol, the relay will only retransmit codewords
apply the proposed analytical framework. that it hears from the source directly. Specifically, for a relay
Ri; wheret—1 is even, it will retransmit the codeworg, (¢t —

i 1—4(1)) using a spreading chip sequem%> (t) whered(i) =
Consider a synchronous mesh network where a large nufrys ; is even and equals zero otherwise. Note that the spreading

ber of source nodes need to transmit to an access point @ﬂﬂa sequence used by;; depends only on. Therefore, the
are supported by half duplex relay nodes in their transmissicz,’qﬁp_leveI sequenca(.(.)) (t) transmitted byR.; for the mt"
Both source and relay nodes transmit synchronously usi bol is wm "

code division multiple access (CDMA) scheme with rando

spreading as multiple_ access prot_ocol. Each relay_decodes Uz('?y)n(t) _ Z /Pi(jo)sgg)(t)(:m(t—i—5(i)) )

a subset of the received information and retransmits them wetly;

using CDMA with a delay multiple of a codeword duration. '

Throughout this work we assume that the channels among \anerePi(fk) is the power used bRR;; to retransmit codewords

nodes (source-relay nodes, source-destination nodes and relageived froms,.

destination) are flat fading and the signal at each receivingOn the other hand in the FR model, a refRy; will not

node (relays or destination) is impaired by white additivenly retransmitcy (t — i — 6(i)) but alsocy,(t —i — 6(i) — 1)

Gaussian noise. which is obtained by listening to other relays’ transmission.
We assume that there aml¥, sources, namel\S,, &k = Let

1,... N, transmitting to a destination nod®. In addition to 1 [~ (1 . .

these sources, there aé groups of N, half-duplex relays, uz('.jzn(t) - Z Pi(jk)sgk) (B)erm(t —i—=06(i) 1) ()

namelyR,; fori =1,...,2L andj =1,..., N,. Each source Rells;

or relay is equipped with a single antenna. where ng is the power used byR;; to retransmit the

We uset as a time slot index. Source nodes transmit f%rodewordc (t—i—8(i)—1) ands(l)(t) is a spreading chi
all time slot¢ while a relayR;; will transmit at time slott K ik P g chip

. . sequence used by a relay at graufor codewords fromSy,.
only whent — i is even. The codeword transmitted 5y at - . .
t is denoted agy(t). The mth symbol in c() is denoted The chip-level sequence transmitted by the relay in the FR

th i
ascgm, (t). The transmitted symbols;,, (¢) are assumed to be mode for them™ symbol is
zero mean and unit variance random variables independent and Wijm (t) = UEE)Z,L(t) + ugjl) (t). (4)
identically distributed (i.i.d.) for alk, m andt. Each symbol - . .
ckm(t) will further be spreaded into a chip-level sequencé‘\'hent — 1 Is even and is equal to zero otherwise.

e ; : " To simplify notations, we use two parametersand ¢ to
fically, the t tt hip level neg, (t) f . . , )
tsr%eg;lr?‘zoﬁk ?t)rs;?;:li;d Chip fevel seque (¢) for identify the three schemes. In the baseline model (i.e., no

cooperation from relays), we let = 0. In the DR model,

Il. SYSTEM MODEL

Uk (t) = / Prsk(t)crm(t) (1) we defineq = 1 andp = 0 while bothp andq are1 in the
. : . FR mode.
where P, is the transm|tted power by usérand sk(’.ﬁ) IS a Using the convention, the signal transmitted by relays are
N x 1 spreading chip sequence vector usedShyat timet. as follows:

In this paper, we will consider three protocols - (i) the
baseline model, (ii) the direct relaying (DR) model and (i) Wijm(t) = qul? () + qpull) (1) (5)

ijm jm



The transmission at the relays is illustrated in Figure 1 favhere H};”,H(O ) and H(1 ") are N, x N, diagonal
both DR and FR mode. There we focus on the transmissiatatrices whose respective diagonal entrigs, h(o w)” and
of a userk and the forwarding of its information by relaysh(1 “) are defined by
for L = 2, i.e. four groups of relays in DR and FR mode. In " F
partlcular for each group we consider a relRy; such that hg‘,;”) =/ Prai’ (12)
k € U;; and we show the forwarded information from uger N,
in each frame. hEZ’“”) = Z \/Pz.(j"’kaff. (13)

Let r,,.(t) be the received chip-level sequence at the sink =
D for the m** symbol att. Then

Tm (t) = Z akukm + Z Aij uv]m + W (t) (6)
k

j=
Skeui]‘
Ill. L ARGE SYSTEM ANALYSIS

In this section we investigate the network performance as
. the system size grows large. More specifically, we assume that
wherea;, anda;; are respec’uvely channel gains frafp and the spreading factal, the number of users and relayg and

Rij to the sink, andw,,(t) is the Gaussian noise. . tend to infinity with asymptotic constant ratios, i& —
Similarly, let 7" (t) be the received sequence for thé" 5 and N= — . For this asymptotic analysis we assume that
symbol by the relayR,, at timet. Then, the transmitted symbols,.,, (t) are Gaussian i.i.d. distributed
wv,, (uwv) (4 with zero mean and unit variance. The spreading sequences
'm Zak wem () + Z agy wim(t) + w (1), (7) are independent over all sources, relays, and codewords with

zero mean elements of variantgN.
where a” and a} are respectively the channel gains from The achievable rate for the baseline system model in as-
sourceS;, and the relayR;; to R,, and wg;,@(t) is the Yymptotic conditions is in [9]. In order to derive the achievable
Gaussian noise. rates for the DR and FR systems we use the results in [15] and
Let So(t) = (s1(t), s2(t). ... sn.(t)) be theN x N, source [16] to derive the asymptotic SINR at the output of the MMSE
spreading matrix whosé-th column issy(t). Similarly, for detector. The fundamental results on the relation between
s =1,2, let SZ(.S) (t) be (sgf)(t), SZ(;)(t) o 87(;; (t)) be N x MMSE and mutual information in a Gaussian vector channel
N, relay spreading matrix for groupwhosek-th column is Provided in [14] are then applied to derive an achievable sum
S(_Z) (t). rate at the relays and the destination. _
! By rearranging terms, (6) can be rewritten as At the relayR ., only codewords transmitted by the subset
of sourced/,,,, with cardinality|i/,..,| = ¢ Ny, is decoded. We

2L 0) 0) ) ) assume that the receiver ignores the interference structure due
T (t) = Z ¢S; () H ;" Com (t — i — (i) to codewords which are not decoded and considers it as an
i+%=e\1/en additional component of the additive Gaussian noise. This is

equivalent to consider the following system

+ Z eSSV HM e, (t —i—6(i) — 1) o o
z+t even F”I’J;;U (t) = Z S ( ) E*m (t —1— 5(1))
=+ SO( )HOC*m (t) + W, (t) (8) i+tl§\}en
Wherec*m(t> £ [Clm(t)’ T 7chm(t)]T1 and Hy,, H 0) and + Z S(l) I'I(1 uv)i*m.(t -1 — 5(2))

Hgl) are N, x N, diagonal matrices whose respectlve diagonal

i (0) (1) : H—t even
entrieshoy, h;,’ andh,;’ are defined by oW H e (1) + W) (1) (14)
o \/]]\f?ak ®) where 5\ (1), H""" ande.., are obtained by suppress-
h(Z) _ Z /P(§]2alij. (10) ing columns, rows and columns and elements er{?ﬂ)(t),
’ = Y H*"™) and c,,,, respectively. The vectow(*)(t) is the
Sk €U; white Gaussian noise with variane@ equal to the sum of
Similarly, (7) can be rewritten as the interference variance and the noise variance.

- fThe follct))wling tr(16e>orem rp:rovides; thefSINR fog thef Iestimate
wo 0 0.uv ) . of a symbol ¢y, at the output of a MMSE filter as
ra(t) =q Z Sg )(t)H§ ’ )c*m(t —i—46(i)) N, N,, N, — +oo with constant ratios. We assume that the
it oven relay has an observation window unlimited in the past and

limited to the framet < /.
+pq Z SO H e, | (t—i—05(i)—1)
"= -l Theorem 1 Let R,, be a relay andu be odd. Let the

(w0) received powers at the destinatidhg:|?, and |h§,‘i)|2, for
+ So(t)Hg" Cam (t) + wiy™ (1) (1) j =1,...2L, s = 0,1 converge to deterministic marginal



Codewords transmitted by uskr
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Fig. 1. Transmitted information at the relays in the DR and FR moded.fer2 andt¢ even.

and joint distribution functiong (o), Fi(s)(Al(.s)), and F(X\) fixed point equatioris
respectively, whenit,,|] = ¢Ns — oo. Then, given the

received powersh"”|2, \h(z‘z W2y =1,...Lands=0,1 ¢ (q)= EQ+<pB/ )
for ¢ (¢), and the variance of the white noig&, the SINR 1+/\ U(q
of ¢ (¢) at the output of a MMSE filter for a system in (14) 400 1
andt > ¢ converges in probability aV, N,, N,, — oo with + @ﬁpz O 1Al (15)

% — (3 to a deterministic limit

PYSREIAPY
)P N (g + 20)

wheregq is an mteger in—oo < q <'t,

PYisy \héﬁ:Z”)IQW —2i) A0 = / L )\g{o )?F(A)
HR Pp(e) € even L2 hay e + 20 = )
lim  SINRy(¢) = and
1\17\5] N]\][VT_’OO L Ouv) 12117y o (1,uv)
Ve B, Ny pZ'L=1 ‘hZi,k [~ (0—2i+1) A(-l):/ Ag; dF(A)
¢ odd ’ 1A (g + 20+ 5 AT (g + 2(0 - )

Where_p =0 _for DR systems ang =1 for FR systems, and  1note that for the DR protocol the infinite system of equations reduces (15)
¥ (u) is obtained as positive solution of the infinite system af a single fixed point equation as the multiple access channel.



By conventiony)(q) = 0 for ¢ > ¢. ==y >0, then the mutual information per chip of the
Furthermore, channel (7) is given by

: _ (o, UU) ~(uv) — :
Jim - SINRg(=20—1) = p Z oy 300 (p) . Nhgl oo Z.(t)
Ng,N,N,— o0 NS —p, N
=B, N o
d SINR® (X, p)d F(A
g 1+SINR YA, p)
Jim - SINRy(=20) = ( (“”>|2+p2\h§1 ¢ ) N
Ny, N,N,—o0 where SINR(O)( ) = POt A )Y (p),
LA SINRD(X,p) = (Ao + p X, A )(p), and (p)

hered: is the unigue nonnedative solution of the fixed orlncf solution to the fixed point equat|on (16) for a noise
W vl uniqu gativ ut ed pol variancep~!, p = 0 in DR mode ang = 1 in FR mode. The

equation
q asymptotic mutual information per channel WY follows
) g AL ) g o from the relation
w— _ 0_ =+ (pﬁ/ ( )Z’L 172¢ T E )

uv) 7351“} 0 for DR,
t o /ZZ 1/\§?’ dF(/\) (16) 3w = § &P (0) o1

L+ 00, ALy —ﬂﬂgw)(l) for FR.

= ¥

For the system in (7) with finite number of user and finite
observation window—n, t), the mutual information per chip Similar equations hold when the rel&,, belongs to an even
can be obtained from the results on the vector channel in [1gfpup.

as
t oN, SINRY"(¢, p)d Now we consider the performance of the whole system
ZZ/ 21+ SINRI(Z, ) (17) at the destination. In this case we can assume an unlimited

t=n k=1 kAT observation window in both directions of the time axis. This

whereSINRY (¢, p) is the SINR of symbok;, at the output simplify considerably the analysis of the system performance
of the MMSE detector as a function pf= o -5 . beingo? the in terms of the SINR provided in the following theorem.
noise variance in the system.

The mutual information per chip and per channel use is

given by Theorem 2 Consider the system in (6) withe (—oo, +00).
(wo) 4 T (¢) Let the received powers at the destinatjény|2, and |h\}[2,
L") = (t+n+1)N 18) for i = 1,...2L, s = 0,1 converge to deterministic mar-
ginal and joint distribution functiong? (o), F{*”(A{")), and
and (w0) F(X) respectively, whenN,, N, — oo. Furthermore, let
__AM) for DR, MEZS) = Zfd)\gi_d, s,d = 0,1 be random variables with
() = @N‘}(fuf) Z)+ 2 (19)  probability distribution functionsy (). Denote byFy (4)

for FR the Jomt distribution of the multivariate random variable=
()\O,uo ,ué ),,LL() ( ). Then, given the received powers
respectively. |hox|?, and |hflj\2 for user k and the variances? of the
The following corollary provides the the mutual informatiorGaussian white noise at the receiver, the SINR:gf(¢) a
in the asymptotic limit when the system size grow large aritie output of a MMSE filter converges to a deterministic I|m|t
the observation window is unlimited in the past, he— +o00. as N, N, N, — +oo with N& — 3 and N7 —

oNs(t+n+1)

Corollary 1 Assume that the conditions in Theorem 1 are hol2
- i : . - + hil
satisfied. When the observation wind¢wn, t) is unlimited (17 qu 1| okl

2
in the left, i.e.n — +oo0, and N, N,, N, tend to infinity +a X |hg 1k| 0 ¢even,

with asymptotically constant ratio, i.elz — 8 > 0, and lm SINRy(¢) =
14V s, rf’ L (1)
=B, NE—v (|hk|2+quz 1 lhaiq 4 2)0
2The factor 2 in the expression of the capacity per chip takes into account +q Zz L |hg; . k| ¥ ¢ odd,

the fact that the channel is used only half of the time. The factor 2 in the
expression of the capacity per channel use in the DR case takes into account ) . )
the fact that only half of the codewords are decoded. wheret) and § are the unique positive solutions to the system



of two fixed point equations

where(p) is the solution to the fixed point equation (26) for
a noise leveb? = p~1.

b ﬁ/ (Ao +pMol))dF( )0) Finally, the mutual information per channel use is
14+ (Ao +pug ) +p 0 .
' ?O)LF( )1 Ju(p) =B 1Jc(p)
5/ both for DR and FR relaying schemes.
L+ (Ao + put™)0 + g ying
(Mo +PM(1 >)dF( ) Then, the achievable rate per channel use of the network is
/3/ 1+ (A P given by the minimum between the corresponding achievable
T (Ao +p“10)) 1y rate at the destination and at all the relays.
dF
ﬂ/ /i 1)< #) (23) ACKNOWLEDGMENT
L+ (o +p“0 )+ “1 The authors thanks Ralf Mler for very useful and insight-
If ' ful discussions.
Far(pt) = Far (1) s=0,1 (24)  This was supported by the French and Australian Science

then the limit (22) reduces to

w(Zz 1q(ﬁhgz k|2+|}b(z—1k 2) 1
+|hok|?) ¢ even, g
lim  SINR,(¢) = 2]
]z\v],;NS’Nva?JrOO 1 2 (0) 2
—h ke v (SEatnsl P+
+|h0k| ) ¢ odd,
@5 |,
with ¢ solution of the fixed point equation [4]
(5]
B Ao + 1l + pp)dF
= :aQ—I—Qﬁ/( 0 Ll ) (1)( Mo (26)
T4+ (Xo+pg +ppg )Y (6]

If condition (24) is satisfied, the system at the destination is
equivalent to a multiple access channel with distribution of7
the received powers equal to the distribution of the sum of the
received powers from the source and the different groups &
relays.

As for the relays, the results in [14] are applied to derive9l
the mutual information at the destination of this relay assisted
network. [10]

Corollary 2 Assume that the conditions of Theorem 2 are
satisfied. Then, the mutual information per chip of the channel;

(6) as N, N, N, — oo with §= — 5 and §= — v is
B / 1 / (Ao + apus ) (o) + itV 0(p))dF () 1
((ho+apiy Yoo +am"0(0) 1y
b / 1 / )\o+qpu(1))9( )+ gy 0(p) ) dF (1)
[14]

(Ao + api$™)6(p) + aul v (p))
(27

with 6(p) and ¢(p) solutions of the system (23) for a noisé15]
level 02 = p~!, ¢ = 0 for the multiple access channel and, ¢
qg=1 otherW|se Finallyp = 0 or p =1 in DR mode or FD
mode respectively.

If condition (24) is satisfied the mutual information per chlﬂal?]
is given by

s f2]

(o + appl” + qul?) b (p)dF ()
14 (Ao + appY + qul)(p)

(28)

and Technology (FAST) Programme.
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